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Abstract—A carbon nanotube (CNT) film, which is drawn from a CNT array, is a spatially distributed thin film with unique and appealing properties. Novel devices have been developed based on CNT films. The anisotropy of a CNT film, which is a spatially distributed quality index, is difficult to measure in practice due to metrology and cost constraints. As the anisotropy is highly correlated with the height of the CNT array and the height can be measured in a much easier and more cost-effective way, we propose a spatial model for predicting the anisotropy using the height. The model takes the spatially distributed two-dimensional (2-D) height as an input and provides a predicted anisotropy distribution in a 2-D space. If the anisotropy measures are obtained, the model can improve the accuracy of prediction. The performance of the proposed model is verified by both a simulation study and real data samples.

Note to Practitioners—Timely and accurate measurement of key product features is essential in scale-up nanomanufacturing processes. Even though a fast growth of metrology technology has been seen in recent years, some variables of nanoscale products are still hard to measure, either too costly or too time consuming, in high-speed large-scale production. However, physical mechanisms may suggest that a hard-to-measure variable may be correlated with another easy-to-measure variable. In such a case, a spatial calibration model could be constructed, based on which the prediction of the hard-to-measure variable is achievable given measures of the easy-to-measure variable. Such a calibration model provides an effective alternative to physical metrology tools in large-scale nanomanufacturing processes in which metrology technology is not fully ready yet.

Index Terms—Calibration model, Gaussian process, kriging, nanomanufacturing, spatial correlation.

due to the fast development of nanotechnology, the requirement for high-precision and cost-effective metrology devices is extremely urgent. Certain quality characteristics are inherently difficult to measure due to their fragile physical structures. Some newly developed metrology devices are sensitive to noise, and high precision is difficult to achieve. Certain metrology procedures are destructive and cost inefficient. To tackle the physical bottleneck of metrology technology, in this paper, we seek a statistical solution to the metrology problem. It is found from engineering practice and statistical analysis that certain quality variables are highly correlated. Therefore, if an appropriate statistical model is traceable, it is potentially possible to replace the metrology procedure with the model and predict difficult-to-measure variables using easy-to-measure variables.

In this research, we focus on a nanomanufacturing process that produces carbon nanotube (CNT) films. CNTs have been considered a potential substitute for many traditional materials due to their excellent photoelectric properties, mechanical strength and flexibility [1]. Continuous and large-scale CNT films, which are drawn from a super-aligned CNT array synthesized on silicon wafers using the chemical vapor deposition (CVD) method [2], have been developed to produce novel products such as touch panels, LCDs and other optoelectronic devices [3], [4]. The CNT array (see Fig. 1), which is essentially a forest of tall and super-aligned CNTs, is synthesized by a CVD process on a wafer basis. When the CNT arrays are drawn from one side away from the wafer (see Fig. 2), a thin film is formed naturally due to the unique adhesion properties of the CNTs.

Fig. 1. SEM images of the CNT array on the silicon wafer in a side view.
Fig. 2. Schematic drawing of the cut lines.

Fig. 3. Diagram of the mechanism for transforming the CNT array to film when drawing from one side of the array.

The quality of devices made from CNT films is highly dependent on the quality of the films being used. Among other factors, the anisotropy of the CNT film is one of the most important quality characteristics and is determined by the resistances of the film along two perpendicular directions: the horizontal resistance parallel to the pulling direction and the vertical resistance perpendicular to the pulling direction. The anisotropy of a CNT film directly affects the sensitivity and usability of the touch screen made from it. To measure the anisotropy, a small film sample must be torn away from the large film, that is, measuring anisotropy is destructive, and in practice, it can only be measured at very limited locations for each CNT array. In addition, measuring resistance involves connecting the small piece of CNT film in an electrical circuit. As the resistance value is relatively small, it is easily affected by the node of the electrical circuit, the positioning of the film in a fixture by different operators, the pressure applied to fix the film, and other noise factors in the measurement process.

It is first noticed from a statistical analysis of massive production data that the height and the anisotropy are linearly and positively correlated. Fig. 4 shows a scatter plot of the height and the anisotropy; the anisotropy increases as the height increases. Further discussion with the nanoscientists suggests an explanation for this phenomenon. The parallel resistance of the film is mainly driven by the resistance of the conjunctions between adjacent CNTs. See Fig. 3 for the formation of a film from an array. As the height of the CNT array increases, the number of conjunctions in the CNT film and its parallel resistance decrease. As the vertical resistance is independent of the height and the anisotropy is calculated as the ratio of the vertical and horizontal resistances, the anisotropy is therefore positively correlated with the height of the CNT array. Fortunately, the height of a CNT array can be measured easily in a nondestructive way with a very high accuracy.

In light of the above findings, in this work, we intend to develop a spatial statistical model to link the anisotropy with the measured height. Based on this model, by using the height map of a CNT array, the spatially distributed anisotropy map can be predicted (see Fig. 5).

The remainder of this paper is organized as follows. Section II presents a review of the related literature. Section III proposes the spatial hierarchical model, parameter estimation, and prediction procedures. Section IV verifies the effectiveness of our method by simulation and is followed by the case study that is used to evaluate the performance of the proposed method by a comparison with two conventional methods in Section V. The last section concludes this work.

II. LITERATURE REVIEW

Recently, as one approach for precise uncertainty quantification and modeling, engineering knowledge-guided statistical approaches have been applied successfully in certain nanotechnology applications, such as experimental design, process modeling and control for the synthesis [5]–[8], and characterization of nanomaterials [9]–[13]. However, the spatial metrology issues in nanomanufacturing are not discussed in these works.

When two variables are correlated, and one variable is easy to measure precisely while the other requires much more effort or expense, a statistical calibration model can be developed to relate the quantities of interest [14]. Eisenhart [15] proposed two models to tackle such calibration problems. In one of the models, the author suggested treating the easily measured
quantity as a response and the other as an explanatory variable and building a model to link the two variables together. More recently, a wide spectrum of research has been described that compares and analyzes the method using different criteria in different scenarios, such as prediction interval calculation [15]–[19] and sample size determination [20]. Parker et al. [21] provided a general guideline for practitioners on how to choose the calibration method according to a specific application. All the works mentioned above are essentially based on univariate linear regression. However, the major challenge in this research lies in building an effective model for linking two spatial surfaces on the nanoscale, which can be considered an extension of the traditional calibration problem to spatial data and an application in nanotechnology.

Kriging (or Gaussian process) [22] is a popular technique for handling spatial data. One of the most popular models, known as universal kriging, is given as

$$Y(x) - \mu(x) + Z(x)$$

where $Y(x)$ is a stochastic process, $x \in \mathbb{R}^p$, $\mu(x) = \sum_{i=1}^{m} \mu_i g_i(x)$ and $Z(x)$ is a weak stationary stochastic process with mean 0 and covariance matrix $\sigma^2 R$. The $\{g_i(x), i = 1, \ldots, m\}$ is a set of pre-specified functions, and $\{\mu_i, i = 1, \ldots, m\}$ is the corresponding parameters. Under the stationary assumptions, the predictor which minimizes the mean square error can be derived as [23], [24]

$$\hat{y}(x) = \sum_{i=1}^{m} \hat{\mu}_i g_i(x) + \mathbf{e}^T R^{-1} (\mathbf{Y} - \mathbf{G}\hat{\mu})$$

where $\mathbf{e}^T(x) = [r(x - x_1), r(x - x_2), \ldots, r(x - x_M)]$, $\mathbf{G}$ is the design matrix, and $\mathbf{Y}$ is the estimated parameter vector.

The conventional kriging methods perform poorly if the assumptions are violated [25]. Hence, some extension, such as blind kriging [25] and the composite Gaussian process [26] have been proposed to make the model more flexible and robust for different real applications. However, these kriging-based methods cannot be used to build models between two spatial variables directly because of the computational issue resulting from the high dimensionality, especially when the spatial data collection uses a very high sampling rate [27]. To address this issue, techniques such as wavelet decomposition [28], principal component analysis [29], [30], and the Kronecker products-based method [27] have been applied instead.

Shi et al. [31]–[33] developed a Gaussian process functional regression model, with the mean structure modeled by a functional regression and the covariance structure described by a Gaussian process, for modeling the relationship between two types of functional data. Recently, Zhang et al. [34] developed a bivariate spatial model to predict a surface property of a nanomaterial using another surface property, which opened a new route for the improvement of precision and the resolution of material characterization without enhanced instrumentation capabilities. The bivariate spatial model can be easily extended to the model for multiple samples that is presented in Section V, although it is developed based on only one sample. However, these models cannot deliver accurate predictions for our problem, as they do not consider the spatial correlation of the relationship between two characteristics, which is a key feature of our problem.

## III. SPATIAL CALIBRATION MODEL FOR ANISOTROPY PREDICTION

### A. Investigation of Spatial Correlations Equations

To achieve a better understanding of the relationship between the anisotropy and the height in a spatial domain, we first collect measurements of the two variables at 13 locations across 17 CNT array samples, treat the anisotropy as a response variable and the height as an explanatory variation, and fit a linear regression model. The details of the data collection scheme are presented in Section V. The estimated slope and intercept parameters as well as their estimated standard deviations are shown in Table I. Because the measurement process is destructive, it is difficult to get numerous CNTs array samples, thus the standard deviation of some parameters are relatively large. In kriging analysis, the semivariogram is one tool for studying spatial variations and correlations. Considering the location information of each estimated parameter, we further draw the semivariograms of the fitted slopes and intercepts based on Table I using the following equation:

$$\hat{\gamma}(h) = \frac{1}{2N_h} \sum_{i=1}^{N_h} \left[ \beta^k(x_i + h) - \beta^k(x_i) \right]$$

where $N_h$ is the number of location pairs with the distance of $h$ and $\beta^k(x_i)$ is the regression parameter at location $x_i$. If $k = 0$, it represents the intercept; otherwise, it refers to the slope. The calculated semivariogram is further used to fit a semivariogram model of the Gaussian correlation structure as follows:

$$\gamma(h) = \begin{cases} 0, & h = 0 \\ c_0 + c_x \{1 - \exp\left(-\theta \cdot \|h\|^2\right)}, & h \neq 0 \end{cases}$$

### TABLE I

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>266.8</td>
<td>259.2</td>
<td>292.4</td>
<td>352.4</td>
<td>373.9</td>
</tr>
<tr>
<td>Std</td>
<td>30.65</td>
<td>33.22</td>
<td>33.39</td>
<td>26.42</td>
<td>20.40</td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>18.1</td>
<td>19.9</td>
<td>9.4</td>
<td>-1.8</td>
<td>-4.9</td>
</tr>
<tr>
<td>Std</td>
<td>5.59</td>
<td>6.02</td>
<td>6.08</td>
<td>4.79</td>
<td>3.79</td>
</tr>
<tr>
<td>Slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>321.1</td>
<td>278.8</td>
<td>256.4</td>
<td>290.4</td>
<td>278.9</td>
</tr>
<tr>
<td>Std</td>
<td>29.37</td>
<td>37.82</td>
<td>36.22</td>
<td>40.98</td>
<td>56.49</td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>2.7</td>
<td>14.1</td>
<td>22.6</td>
<td>9.4</td>
<td>11.3</td>
</tr>
<tr>
<td>Std</td>
<td>5.24</td>
<td>6.73</td>
<td>6.67</td>
<td>7.24</td>
<td>9.95</td>
</tr>
</tbody>
</table>

Note: Est stands for “Estimated Value”
The fitted correlation models as well as their 95\% confidence intervals are given in Figs. 6 and Fig. 7. It is observed that the semivariogram curves of the two regression parameters rises as the distance increases, and most of the calculated semivariogram values are located within the 95\% confidence intervals. Hence, the relationship, represented by the regression parameters, possesses certain spatial correlations that can be characterized by the Gaussian correlation structure. Therefore, a model is required to characterize not only the spatial properties of the two quantities but also the spatial correlation of the relationship between them. This point makes our research different from the methods mentioned in the previous section, such as those described by Shi et al. [31]–[33], which mainly focus on modeling the differences between replications instead of locations.

**B. Spatial Model Development**

As mentioned before, both the height and the anisotropy are considered to be spatial variables that are obtained by measuring the same quality characteristic at multiple locations of the CNT array. The measurement locations are denoted as \( x = \{ x_i, i = 1, \ldots, M \} \). Let \( t_{x_i,j} (j = 1, \ldots, N) \) be the height at location \( x_i \) of the \( j \)th CNT array and \( y_{x_i,j} (j = 1, \ldots, N) \) denote the anisotropy of location \( x_i \) at the \( j \)th CNT array. Based on the explanation and notation above, we propose using a hierarchical spatial model of two levels. The first level mainly focuses on capturing the general trend and the spatial property of the anisotropy:

\[
y(t, x_i) = h(t)\beta(x_i) + Z(x_i) + \varepsilon_i, \quad i = 1, \ldots, M
\]

where \( y(t, x_i) \) is the response (anisotropy) at location \( x_i \), given the corresponding height of \( t \), \( h(t) \) is a set of known functions. In this application, as engineering knowledge suggests a linear relationship between the height and the anisotropy at any given location, \( h(t) \) is a \( \{1, t\} \) vector, which has been illustrated and explained from both physical and statistical perspective in Section I.

\( Z(x_i) \) represents the correlation structure of anisotropy at different locations (the local variation) and is also assumed to follow a Gaussian process model:

\[
Z(x) \sim GP \left( 0, \sigma_z^2K(x) \right)
\]

where \( K(x) \) is the covariance structure with the \((i, k)\)th elements being \( r_z(\theta_{z}, x_i - x_k), i, k = 1, \ldots, M \), \( \sigma_z^2 \) is the variance. \( \varepsilon \) are the independent and normally distributed random errors that correspond to measurement errors at different locations and satisfy

\[
\varepsilon \sim N(0, \tau^2I)
\]

where \( \tau^2 \) is the variance and \( I \) is an identity matrix.

\[
\beta(x_i) = \{ \beta^{(0)}(x_i), \beta^{(1)}(x_i) \}
\]

are the coefficients of \( h(t) \) for a given location \( x_i \), and its spatial property can be characterized by a second level model as follows:

\[
\beta^{(0)}(x) \sim GP \left( u^{(0)}(x), \sigma_{\beta_0} R_{\beta_0}(x) \right)
\]

\[
\beta^{(1)}(x) \sim GP \left( u^{(1)}(x), \sigma_{\beta_1} R_{\beta_1}(x) \right)
\]

where \( u^{(0)}(x) \) and \( u^{(1)}(x) \) are the means structures of \( \beta^{(0)}(x) \) and \( \beta^{(1)}(x) \) respectively, \( w(x) \) is a set of pre-specified functions, \( u^{(0)} \) and \( u^{(1)} \) are the corresponding coefficients, the covariance structures are \( R_{\beta_0}(x) \) and \( R_{\beta_1}(x) \) with \((i, k)\)th elements of \( r_{\beta_0}(\theta_{\beta_0}, x_i - x_k), i, k = 1, \ldots, M \) and \( r_{\beta_1}(\theta_{\beta_1}, x_i - x_k), i, k = 1, \ldots, M \), respectively, and \( \sigma_{\beta_0} \) and \( \sigma_{\beta_1} \) are the variances of the constant term and the slope term, respectively.

In summary, we proposed a two-level spatial model for predicting the anisotropy using the height, the hierarchical structure of which is illustrated in Fig. 8. In this model, the variability in the response can be divided into two parts, the first is the general trend, which is captured by \( h(t)\beta(x_i) \), and the second is the local variation, which is characterized by \( Z(x_i) \). Accordingly, the parameters are estimated separately and iteratively in the next subsection.

It is noted that \( y(t, x_i) \) is different from the \( y_{x_i,j} \) defined above. \( y(t, x_i) \) is a function between the response (anisotropy) and the covariates (height and location), while \( y_{x_i,j} \) is the measurement result of anisotropy at a given location \( x_i \) in the
Fig. 8. Hierarchical structure of the proposed model.

For the \( j \)th CNTs array. For the \( j \)th replicate (or CNTs array), we denote

\[
\begin{align*}
\tilde{y}_j &= \left( \begin{array}{c} y_{x1,j} \\ \vdots \\ y_{xM,j} \end{array} \right) \\
\tilde{\beta}_j &= \left( \begin{array}{c} \beta_{x1}^{(0)} \\ \vdots \\ \beta_{xM}^{(0)} \\ \beta_{x1}^{(1)} \\ \vdots \\ \beta_{xM}^{(1)} \end{array} \right)
\end{align*}
\]

It is also worth noting that the proposed model is similar to the widely used Bayesian hierarchical model in the spirit of pursuing the hierarchical structure. Compared with the usual Bayesian hierarchical model, the proposed method has the following advantages.

1) The parameters in the proposed method have better interpretability. Instead of using statistically necessary parameters and hyper-parameters, the parameters used in the proposed model have explicit engineering implications.

2) The parameters in the Bayesian hierarchical model often need to be estimated via MCMC, which can be computationally intensive and may not have closed form.

C. Parameter Estimation

Based on the hierarchical model (5)–(9), the unknown parameters that need to be estimated include

\[
\{\tilde{\beta}^{(0)}, \tilde{\beta}^{(1)}, \tilde{u}^{(0)}, \tilde{u}^{(1)}, \sigma_{\tilde{\beta}_0}^2, \sigma_{\tilde{\beta}_1}^2, \alpha^2, \theta_{\phi_0}, \theta_{\phi_1}, \theta_2 \}. \tag{10}
\]

Before estimating the parameters in (10), a training data set needs to be collected as

\[
D = \{D_j, j = 1, 2, \ldots N\} \tag{11}
\]

where \( D_j = \{y_{x_i,j}, t_{x_i,j}, e_i, i = 1, 2, \ldots, M\} \).

We assume the production and measurements of each replicate (or CNT array) are independent of each other; hence

\[
f(\tilde{y}_1, \ldots, \tilde{y}_M) = \prod_{j=1}^{M} f(\tilde{y}_j) \tag{12}
\]

where \( f(\tilde{y}_1, \ldots, \tilde{y}_M) \) is the density function of joint distribution for \( \{\tilde{y}_1, \ldots, \tilde{y}_M\} \) and \( f(\tilde{y}_j) \) is the density function of the marginal distribution for \( \tilde{y}_j \).

For each replicate, the density function of the marginal distribution is

\[
f(\tilde{y}_j) = f(\tilde{y}_j | \tilde{\beta}) f(\tilde{\beta}) \tag{13}
\]

Hence, based on (12) and (13), the corresponding log-likelihood function is as

\[
L = \log \left\{ \prod_{j=1}^{N} f(\tilde{y}_j | \tilde{\beta}) f(\tilde{\beta}) \right\} = \sum_{j=1}^{N} \log f(\tilde{y}_j | \tilde{\beta}) + N \cdot \log f(\tilde{\beta}) = - \sum_{j=1}^{N} \left\{ \log \left( \sigma_{\tilde{\beta}_0}^2 K + \tau^2 I \right)^{-\frac{1}{2}} \right\} - \frac{1}{2} \sum_{j=1}^{N} b_j^T \left( \sigma_{\tilde{\beta}_0}^2 K + \tau^2 I \right)^{-1} b_j - N \cdot \left\{ \log \left( \sigma_{\tilde{\beta}_0}^2 R_{\phi_0} \right)^{-\frac{1}{2}} + \log \left( \sigma_{\tilde{\beta}_1}^2 R_{\phi_1} \right)^{-\frac{1}{2}} + \frac{1}{2} \right\} - \frac{N}{2} \left( \tilde{\beta}^{(1)} - \tilde{u}^{(1)} W \right)^T \left( \sigma_{\tilde{\beta}_0}^2 R_{\phi_0} \right)^{-1} \left( \tilde{\beta}^{(0)} - \tilde{u}^{(0)} W \right) - \frac{N}{2} \left( \tilde{\beta}^{(0)} - \tilde{u}^{(0)} W \right)^T \left( \sigma_{\tilde{\beta}_0}^2 R_{\phi_0} \right)^{-1} \left( \tilde{\beta}^{(0)} - \tilde{u}^{(0)} W \right) \tag{14}
\]

where \( b_j = (\tilde{y}_j \tilde{\beta}^{(0)} - \tilde{\beta}_j \tilde{\beta}^{(1)}). \) After certain algebraic transformations, the log-likelihood function becomes

\[
L = - \frac{N}{2} \left\{ M \log \sigma^2 + \log \left( \left( K + \mu I \right) \right) \right\} - \frac{1}{2} \sigma_{\tilde{\beta}_0}^2 \sum_{j=1}^{N} b_j^T (K + \mu I)^{-1} b_j - N \cdot \left\{ \log \left( \sigma_{\tilde{\beta}_0}^2 R_{\phi_0} \right)^{-\frac{1}{2}} + \frac{1}{2} \left( \tilde{\beta}^{(0)} - \tilde{u}^{(0)} W \right)^T \left( \sigma_{\tilde{\beta}_0}^2 R_{\phi_0} \right)^{-1} \left( \tilde{\beta}^{(0)} - \tilde{u}^{(0)} W \right) \right\} - N \cdot \left\{ \log \left( \sigma_{\tilde{\beta}_1}^2 R_{\phi_1} \right)^{-\frac{1}{2}} + \frac{1}{2} \left( \tilde{\beta}^{(1)} - \tilde{u}^{(1)} W \right)^T \left( \sigma_{\tilde{\beta}_0}^2 R_{\phi_0} \right)^{-1} \left( \tilde{\beta}^{(1)} - \tilde{u}^{(1)} W \right) \right\} \tag{15}
\]
all unknown parameter is slow. Therefore, we here design an iterative procedure for faster parameter estimation according to the following three steps.

Step 1) We first estimate $\varphi_1$ based on the assumption that the values of $\varphi_2$ are known. For the $k$th iteration, when $k > 1$, $\varphi_2$ can be found directly from the previous iteration, which is denoted as $\varphi_2^{(k-1)}$. When $k = 1$, the initial values of $\varphi_2$ can be randomly selected within some pre-specified intervals or chosen based on experience.

Based on the above assumption, the log-likelihood with respect to $\varphi_1$ can be reconstructed as

$$L(\varphi_1) = -\frac{N}{2} \left\{ \log \sigma_e^2 + \log (K + \mu I) \right\}$$

$$- \frac{1}{2\sigma_{\varphi_1}^2} \sum_{j=1}^{N} (\tilde{y}_j - T_j \cdot \tilde{\beta})^T (K + \mu I)^{-1} (\tilde{y}_j - T_j \cdot \tilde{\beta})$$

$$- N \cdot \left\{ \log R_{\beta}^1 + \frac{1}{2} (\tilde{\beta}^* - X^* \cdot U^*)^T R_{\beta}^{-1} (\tilde{\beta}^* - X^* \cdot U^*) \right\}$$

(16)

where

$$\tilde{\beta}^* = \begin{bmatrix} \tilde{\beta}^{(0)}_1 \\ \tilde{\beta}^{(1)}_1 \end{bmatrix}$$

$$T_j = \begin{bmatrix} 1 & 0 & t_{x_1, j} & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & 1 & 0 & t_{x_m, j} \end{bmatrix}$$

$$R_{\beta} = \begin{bmatrix} \sigma_{\varphi_1}^2 & R_{\theta_0} \\ R_{\theta_0}^T & \sigma_{\varphi_1}^2 \end{bmatrix}$$

$$U^* = \begin{bmatrix} W & 0 \\ 0 & W \end{bmatrix}.$$

Given $\{\theta_2, \mu\}$, the MLE of $\tilde{\beta}^*$ can be derived by taking the derivative of the log-likelihood $L$ with respect to $\tilde{\beta}^*$ as

$$\frac{dL}{d\tilde{\beta}^*} = -\frac{1}{\sigma_{\varphi_1}^2} \sum_{j=1}^{N} T_j^T (K + \mu I)^{-1} (\tilde{y}_j - T_j \cdot \tilde{\beta})$$

$$- N \cdot R_{\beta}^{-1} (\tilde{\beta}^* - X^* \cdot U^*)$$

(17)

Setting (17) to 0, we obtain

$$\tilde{\beta}^* (\theta_2, \mu) = \left[ \frac{1}{\sigma_{\varphi_1}^2} \sum_{j=1}^{N} T_j^T (K + \mu I)^{-1} T_j + N \cdot R_{\beta} \right]^{-1}$$

$$\cdot \left[ \frac{1}{\sigma_{\varphi_1}^2} \sum_{j=1}^{N} T_j^T (K + \mu I)^{-1} \tilde{y}_j + N \cdot R_{\beta}^{-1} \cdot X^* \cdot U^* \right] + N \cdot R_{\beta}^{-1} \cdot X^* \cdot U^*.$$

(18)

Equivalently

$$\tilde{\beta}^* (\theta_2, \mu) = \Lambda \cdot \left[ \sum_{j=1}^{N} T_j^T (K + \mu I)^{-1} T_j \right]^{-1}$$

$$\times \left[ \sum_{j=1}^{N} T_j^T (K + \mu I)^{-1} \tilde{y}_j + (I - \Lambda) (X^* \cdot U^*) \right]$$

$$= \Lambda \cdot \tilde{\beta}^* + (I - \Lambda) \tilde{\beta}''$$

(19)

where $\tilde{\beta}''$ can be considered to be the estimation of $\tilde{\beta}$ based only on (5) and $\tilde{\beta}''$ can be considered to be the estimation based on (8) and (9). $\Lambda$ is the weight matrix between $\tilde{\beta}''$ and $\tilde{\beta}$, which is

$$\Lambda = \frac{1}{\sigma_{\varphi_1}^2} \sum_{j=1}^{N} T_j^T (K + \mu I)^{-1} T_j \cdot \left( N \cdot R_{\beta} \right)^{-1}.$$

(20)

The estimation of $\sigma_{\varphi_1}^2$ is independent of the third term in the log-likelihood function in (16), which can be neglected. The rest can be considered to be a log-likelihood function of a universal kriging with a nugget effect of $\mu$. Hence, the MLE of the $\sigma_{\varphi_1}^2$ is

$$\hat{\sigma}_{\varphi_1}^2 (\theta_2, \mu) = \frac{1}{MN} \sum_{j=1}^{N} b_j^T (K + \mu I)^{-1} b_j$$

(21)

where $b_j = (\tilde{y}_j - \tilde{\beta}^{(0)} - \tilde{\beta}^{(1)} \odot \tilde{\beta}^{(1)})$.

Substituting these values into the log-likelihood function in (16), we obtain the maximum of (16) over $\tilde{\beta}^*$ and $\sigma_{\varphi_1}^2$ as

$$L_1 \left( \tilde{\beta}^*, \sigma_{\varphi_1}^2, \theta_2, \mu \right) = -\frac{N}{2} \left\{ M \log \sigma_{\varphi_1}^2 + \log \left( |(K + \mu I)| + M \right) \right\}$$

(22)

which only depends on $\{\theta_2, \mu\}$. Hence, the MLE of $\{\theta_2, \mu\}$ can be obtained by

$$\{ \hat{\theta}_2, \hat{\mu} \} = \arg \min_{\{\theta_2, \mu\}} M \log \sigma_{\varphi_1}^2 + \log \left( |(K + \mu I)| \right).$$

(23)

Substituting the $\{ \hat{\theta}_2, \hat{\mu} \}$ back into (18) and (21), we can obtain estimations of $\tilde{\beta}^*$ and $\sigma_{\varphi_1}^2$. Then, the $\varphi_1^{(k)}$ can be found for the $k$th iteration.

Step 2) Now, we estimate $\varphi_2^{(k)}$ based on $\varphi_1^{(k)}$. By safely ignoring the terms in (15) that are independent of $\varphi_2^{(k)}$, the log-likelihood function becomes

$$I_2 = - N \cdot \left\{ \log \left( |\sigma_{\varphi_1}^2 R_{\theta_0}| \right)^\frac{1}{2} + \frac{1}{2} \left( \tilde{\beta}^{(0)} - u^{(0)} \right)^T$$

$$\times \left( \sigma_{\varphi_1}^2 R_{\theta_0} \right)^{-1} \left( \tilde{\beta}^{(0)} - u^{(0)} \right)^T \right\}$$

$$- N \cdot \left\{ \log \left( |\sigma_{\varphi_1}^2 R_{\theta_1}| \right)^\frac{1}{2} + \frac{1}{2} \left( \tilde{\beta}^{(1)} - u^{(1)} \right)^T$$

$$\times \left( \sigma_{\varphi_1}^2 R_{\theta_1} \right)^{-1} \left( \tilde{\beta}^{(1)} - u^{(1)} \right)^T \right\}$$

(24)
Similarly, the MLEs of \( \hat{\mu}^{(1)} \) and \( \hat{\mu}^{(1)} \) are
\[
\hat{\mu}^{(1)} = \left( X^T R_{\theta_{\beta}}^{-1} X \right)^{-1} X^T R_{\theta_{\beta}}^{-1} \hat{\beta}^{(0)} \tag{25}
\]
and the MLEs of \( \sigma_{\beta_0}^2 \) and \( \sigma_{\beta_1}^2 \) are
\[
\hat{\sigma}_{\beta_0}^2 = \frac{1}{M} \left( \hat{\beta}^{(0)} - u^{(0)} W \right)^T \left( R_{\theta_{\beta}} \right)^{-1} \left( \hat{\beta}^{(0)} - u^{(0)} W \right) \tag{27}
\]
\[
\hat{\sigma}_{\beta_1}^2 = \frac{1}{M} \left( \hat{\beta}^{(1)} - u^{(1)} W \right)^T \left( R_{\theta_{\beta}} \right)^{-1} \left( \hat{\beta}^{(1)} - u^{(1)} W \right) \tag{28}
\]
Substituting these values into the log-likelihood function in (24), the log-likelihood function can be divided into two parts as follows:
\[
L_{20} \left( \hat{\mu}, \sigma_{\beta_0}^2, \sigma_{\beta_1}^2, \theta_{\phi} \right) = - \frac{N}{2} \left[ \log \sigma_{\beta_0}^2 + \log R_{\theta_{\beta}} + M \right] \tag{29}
\]
\[
L_{21} \left( \hat{\mu}, \sigma_{\beta_0}^2, \sigma_{\beta_1}^2, \theta_{\phi} \right) = - \frac{N}{2} \left[ \log \sigma_{\beta_1}^2 + \log R_{\theta_{\beta}} + M \right] \tag{30}
\]
The two parts depend on \( \theta_{\beta_0} \) and \( \theta_{\beta_1} \) respectively. Hence, the MLEs of \( \theta_{\beta_0} \) and \( \theta_{\beta_1} \) can be obtained by
\[
\hat{\theta}_{\beta_0} = \arg \min_{\theta_{\beta_0}} M \log \sigma_{\beta_0}^2 + \log R_{\theta_{\beta}} \tag{31}
\]
\[
\hat{\theta}_{\beta_1} = \arg \min_{\theta_{\beta_1}} M \log \sigma_{\beta_1}^2 + \log R_{\theta_{\beta}} \tag{32}
\]
By substituting the \( \{ \hat{\theta}_{\beta_0}, \hat{\theta}_{\beta_1} \} \) back into (25)-(28), we can obtain an estimate of \( \{ \hat{\mu}^{(0)}, \hat{\mu}^{(1)}, \sigma_{\beta_0}^2, \sigma_{\beta_1}^2 \} \). Hence, the \( \phi_2^{(k)} \) can be found for the \( k \)th iteration and used to estimate \( \varphi_1^{(k+1)} \) in the next iteration.
Step 3) Iterate steps 1 and 2 until a stop criterion is met.

D. Prediction

After the training data in (11) have been acquired and the parameters in (10) have been estimated, we focus on the prediction of a new sample. In this subsection, two types of predictions, which can be distinguished according to whether there is anisotropy measured (or extra information) in the new sample, are taken into account. If there is no anisotropy measured in any location of the new sample, it is called an “Unobserved sample prediction” otherwise, it is called a “Partially observed sample prediction.”

Each type of prediction defined above can be further divided into two subclasses. The first one represents the case where \( y^* \) is predicted at \( x^* \in \{ x_i, i = 1, \ldots, M \} \) given its height \( t^* \), while the second one refers to the case where \( y^* \) is predicted at \( x^* \notin \{ x_i, i = 1, \ldots, M \} \) given its height \( t^* \). Intuitively, the difference between these two subclasses is that the \( \hat{\beta}^{(0)} \) and \( \hat{\beta}^{(1)} \) of \( x^* \) have been available for the first subclass, while they need to be predicted for the second subclass. As a result, the entire prediction part can be grouped into four scenarios that are presented in Table II. The prediction procedures for each scenario are presented in two steps and are summarized in Table III.

Step 1) For the given \( x^* \), we predict \( \hat{\beta}^{(0)} \) and \( \hat{\beta}^{(1)} \) as
\[
\hat{\beta}^{(0)}(x^*) = u^TW(x^*) + C_{\beta}^{(0)}(R_{\theta_{\beta}})^{-1} \left( \hat{\beta}^{(0)} - W u^{(0)} \right) \tag{33}
\]
\[
\hat{\beta}^{(1)}(x^*) = u^TW(x^*) + C_{\beta}^{(1)}(R_{\theta_{\beta}})^{-1} \left( \hat{\beta}^{(1)} - W u^{(1)} \right) \tag{34}
\]
where \( C_{\beta}^{(0)}(x^*) = [r_{\beta}^{(0)}, \ldots, r_{\beta}^{(0)}(\beta_{\phi}; x^* - x_1), \ldots, r_{\beta}^{(0)}(\beta_{\phi}; x^* - x_M)] \) and \( C_{\beta}^{(1)}(x^*) = [r_{\beta}^{(1)}, \ldots, r_{\beta}^{(1)}(\beta_{\phi}; x^* - x_1), \ldots, r_{\beta}^{(1)}(\beta_{\phi}; x^* - x_M)] \). It is noted that for the Scenario I and Scenario III predictions, Step 1 can be skipped because \( \hat{\beta}^{(0)}(x^*) \) and \( \hat{\beta}^{(1)}(x^*) \), which have been estimated in the estimation procedure, do not need to be predicted.

Step 2) For the “Unobserved sample prediction,” the \( y^* \) of the test point \((t^*, x^*)\) is predicted as
\[
\hat{y}(t^*, x^*) = h(t^*)\hat{\beta}(x^*) \tag{35}
\]
For the “Partially observed sample prediction,” there is the potential to improve the prediction of \( y^* \) by taking this extra information into consideration as
\[
\hat{y}(t^*, x^*) = h(t^*)\hat{\beta}(x^*) + C_{z}^{T}(x^*)(K + \mu I)^{-1} \left( \hat{y}_e - H_j \left[ \hat{\beta}^{(0)}, \hat{\beta}^{(1)} \right] \right) \tag{36}
\]
where \( C_{z}^{T}(x^*) = \left[ r_\epsilon (\hat{\theta}_z, x^* - x_1); \ldots, r_\epsilon (\hat{\theta}_z, x^* - x_M) \right] \) and \( \hat{\beta}(x^*) = \left[ \hat{\beta}^{(0)}(x^*), \hat{\beta}^{(1)}(x^*) \right]^T \), \( H_j = \frac{1}{1} t_{x_1,j} \) is the design matrix, and \( p \) is the number of measured locations in the new sample.
IV. PERFORMANCE STUDY VIA SIMULATION

Here, a simulation study is used to verify the effectiveness of the estimation algorithm and the accuracy of the prediction. The simulation study can be divided into three parts, the first part is the general simulation to verify the effectiveness of the proposed method, which are followed by the uncertainty analysis and sensitivity analysis of the algorithm in the second and third part respectively.

A. General Simulation

The size of the training sample, denoted as $N$, is assumed to be 20. On each CNT array (each sample), there are $M = 16$ measurement locations.

For the parameter settings, the $w(x)$ are assumed to be $\{1, x_1, x_2, x_1^2, x_2^2\}$ and $\tilde{w}^{(0)} = \{100, 0, 0, 10, 10\}^T$, $\tilde{w}^{(1)} = \{10, 0, 0, 10, 10\}^T$, $\theta_{\beta_0} = \{0.5, 0.6\}$, $\theta_{\beta_1} = \{0.5, 0.6\}$, $\mu = 0.8$. It is noted that we assume the covariance structure is heteroscedastic. In addition, it is observed that CNTs near the center area are usually lower than that near the edge area, which forms an approximated quadratic surface with the vertex at the center of the wafer. Therefore, in this simulation study, the height function is assumed as a quadratic surface with the vertex at the center of the surface such that the interaction term is neglected in the $w(x)$.

The following Gaussian correlation function is used to characterize the correlation structure:

$$r(\theta, x_i, x_j) = \exp\left(-\theta^{(1)}(x_{i1} - x_{j1})^2 - \theta^{(2)}(x_{i2} - x_{j2})^2\right).$$

Based on the parameter settings, the training data are generated using the following steps:

Step 1) Generate the height value at each measurement location for the $N$ CNT arrays as

$$t_{x_{i,j}} = a_0 + a_1 x_{i1} + a_2 x_{i2} + a_3 x_{i1}^2 + a_4 x_{i2}^2 + \xi_i$$

where, in this simulation, $a_0 = 20 + 2 \times i$, $a_1 = a_2 = 0$, $a_3 = a_4 = 1$, and $\xi_i \sim N(0, 1)$.

Step 2) Generate $\theta^{(1)}$ and $\theta^{(2)}$: for each measurement location according to (8) and (9) as well as the related parameter settings given above.

Step 3) Generate the anisotropy data $\{y_{x_{i,j}}, i = 1, \ldots, M, j = 1, \ldots, N\}$ according to (5).

Now, we have a complete training data set $D$ as defined in (11). The simulation proceeds according to the algorithm in Section III. The initial values of $\{\sigma_{\beta_0}^2, \sigma_{\beta_1}^2, \theta_{\beta_0}, \theta_{\beta_1}\}$ are selected randomly under the constraints of $\{\sigma_{\beta_0}^2, \sigma_{\beta_1}^2\} \in (0, 100)$ and $\{\theta_{\beta_0}, \theta_{\beta_1}\} \in (0, 1)$ The initial values of $\{\tilde{w}^{(0)}, \tilde{w}^{(1)}\}$ are set to 80% of their true values. The changes in the log-likelihood value with increasing iterations are shown in Fig. 9. There are two types of stopping rules in the proposed algorithm. The first is that the average reduction of the likelihood function value within $M$ steps is lower than $\varepsilon$, which is formulated as

$$\frac{L^{(k+M)} - L^{(k)}}{M} \leq \varepsilon$$

where $L^{(k)}$ is the Log-Likelihood function value in the $k$th iteration, $M$ is a pre-specified number of steps and assumed to be ten in our simulation study. $\varepsilon$ is the pre-specified value and assumed to be 0.01 in our simulation study.

The second stopping rule is that the iteration reach a pre-specified number of steps $N^1$, in our simulation the $N^1$ is assumed as 500.

The estimated parameters are given in Tables IV–VI. It can be seen that most of the parameters can be estimated accurately while the estimation errors of $\sigma_{\beta_0}$ and $\sigma_{\beta_1}$ are relatively larger. This happens mainly due to the inconstence of the variance parameter estimation in a GP model [35].

The parameters estimated above are used to predict the characteristics of the new sample. The prediction comprises four parts that correspond to the four scenarios defined in Section III-D). Four new samples are generated in the same way as the 20 training samples for the four scenarios, respectively. The measurement locations in the predicted samples are identical to those
TABLE V
ESTIMATION RESULTS OF $\tilde{u}$

<table>
<thead>
<tr>
<th>$\tilde{u}^{(i)}$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>True value</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Estimated</td>
<td>100.50</td>
<td>0.32</td>
<td>-0.15</td>
<td>10.05</td>
<td>9.71</td>
</tr>
<tr>
<td>$\Theta_0^{(i)}$</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>True value</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Estimated</td>
<td>11.86</td>
<td>1.68</td>
<td>-1.49</td>
<td>10.38</td>
<td>8.64</td>
</tr>
</tbody>
</table>

TABLE VI
ESTIMATION RESULTS OF $\sigma$ AND $\theta$

<table>
<thead>
<tr>
<th>$\sigma_{\theta_0}$</th>
<th>$\sigma_{\theta_1}$</th>
<th>$\sigma_{g}$</th>
<th>$\theta_{\theta_0}$</th>
<th>$\Phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>True value</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>0.5</td>
</tr>
<tr>
<td>Estimated</td>
<td>2.00</td>
<td>0.11</td>
<td>7.28</td>
<td>0.69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\theta_{\theta_1}$</th>
<th>$\phi$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>True value</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>Estimated</td>
<td>0.79</td>
<td>0.70</td>
</tr>
</tbody>
</table>

TABLE VII
MSE OF THE PREDICTION RESULTS

<table>
<thead>
<tr>
<th>Type of prediction</th>
<th>Scenario</th>
<th># of Measured Points</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unobserved sample</td>
<td>Scenario I</td>
<td>0</td>
<td>64.98</td>
</tr>
<tr>
<td></td>
<td>Scenario II</td>
<td>0</td>
<td>225.78</td>
</tr>
<tr>
<td></td>
<td>Scenario III</td>
<td>2</td>
<td>40.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>37.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>10.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>0.36</td>
</tr>
<tr>
<td>Partially observed</td>
<td>Scenario III</td>
<td>2</td>
<td>157.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>153.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>111.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>63.45</td>
</tr>
</tbody>
</table>

TABLE VIII
ESTIMATION RESULTS OF $\beta_0$, $\beta_1$

<table>
<thead>
<tr>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>MSE</td>
</tr>
<tr>
<td>True value</td>
<td>100</td>
</tr>
<tr>
<td>Estimated</td>
<td>99.88</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Std</td>
<td>Std</td>
</tr>
<tr>
<td>True value</td>
<td>0.69</td>
</tr>
<tr>
<td>Estimated</td>
<td>0.79</td>
</tr>
</tbody>
</table>

of the training samples for Scenario I and Scenario III, while they are different for Scenario II and Scenario IV. In addition, Scenario III and Scenario IV, which are for the “Partially observed sample prediction,” are further grouped into four situations according to the number of locations that have been measured in the predicted sample, which are 2, 4, 8, and 12, respectively. It is noted that the measured locations of the situations with relatively fewer points are a subset of those in situations with more points. For each situation, the characterization of interest of every location except for the measured locations is predicted using the procedure illustrated in Table III. The mean square error (MSE) is calculated and is presented in Table VII. As can be seen, on one hand, the “Partially observed sample prediction” can provide better results than the “Unobserved sample prediction”, and its accuracy can be improved by increasing the number of measured locations in the new sample. On the other hand, the predictions for Scenario I and Scenario III are more accurate than those for Scenario II and Scenario IV, respectively, which agrees with our intuitive understanding.

B. Uncertainty Analysis

Here, we study the uncertainty of the estimates via more extensive simulations; the parameters are set exactly the same as that in Section IV-A, and the training samples are also generated according to the procedure described in Section IV-A. The estimation algorithm is repeated 50 times with different training samples such that the uncertainty of the estimates can be calculated; the corresponding results are presented in Tables VIII–X. Since the training samples used for each run are different, the true values of $\beta_0$ and $\beta_1$ are also different. Therefore, only the MSEs of estimated $\beta_0$ and $\beta_1$ are calculated and listed in Table VIII.

From the simulation results, it is can be seen that most of the parameters can be estimated accurately except the $\sigma_{\theta_0}$ and $\sigma_{\theta_1}$. The inaccurate estimation of $\sigma_{\theta_0}$ and $\sigma_{\theta_1}$, which is caused by the limited sample points, has little influence on the prediction in practice.

C. Sensitivity Analysis

Here, we analyze the sensitivity of the initial value and sample size respectively. For the first part, the initial value of $\{\tilde{u}^{(0)}, \tilde{u}^{(1)}\}$ are given a bias, which are from 20% to 180%, and the simulation results are shown in Tables XI and XII. In order to make the results of different parameters comparable, we used the relative estimation error as the criterion which is defined as

$$\frac{|\tilde{\varphi} - \varphi_{\text{true}}|}{\varphi_{\text{true}}}$$

(40)
It is noted that some of the true value of \( \theta \) are 0, hence, (40) cannot be used. In this case, we used \( \hat{\theta} - \varphi_{\text{true}} \) as the criterion for \( \theta \). As can be seen from Tables XI and XII, when the bias is between 80% and 120%, the estimation result is relatively acceptable (the estimation error is within 20%). The \( \sigma \) are still difficult to estimate very accurately as mentioned before.

The prediction results for different initial values are shown in Table XIII, in which the MSE are used as criterion. From the result in Table XIII, the initial value has great influence on the prediction accuracy. However, the algorithm can deliver acceptable when the bias locates between 80% and 120%, which is similar with results of parameter estimation.

For the second part, we analyzed the sensitivity of the sample size from two factors, the number of the CNTs arrays and the number of points in each CNTs array. The number of the CNTs arrays are categorized into five levels (10, 20, 30, 40, and 50), while the number of points has three levels (9, 16, and 25). We investigated the effect of these two factors by full factorial design shown in Table XIV.

The results of parameter estimation are shown in Tables XV and XVI (the order is corresponding to the combination of factors shown in Table XIV), the criterion is the same as the sensitivity analysis for initial values. It can be seen that the accuracy of the parameter estimation increases with the increase of the number of CNTs array, however, the accuracy changes slightly when the number of CNTs array is larger than 20. Compared with the number of CNTs array, the number of points has less influence on the accuracy of parameter estimation.
TABLE XVI
SENSITIVE ANALYSIS OF THE SAMPLE SIZE (PART TWO, FOR \( u \))

<table>
<thead>
<tr>
<th>Order</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.96</td>
<td>2.35</td>
<td>1.14</td>
<td>1.18</td>
<td>1.88</td>
<td>1.36</td>
<td>1.37</td>
<td>1.29</td>
</tr>
<tr>
<td>2</td>
<td>0.07</td>
<td>0.05</td>
<td>0.03</td>
<td>0.05</td>
<td>0.05</td>
<td>0.03</td>
<td>0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>3</td>
<td>0.09</td>
<td>0.05</td>
<td>0.05</td>
<td>0.06</td>
<td>0.05</td>
<td>0.06</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>4</td>
<td>0.19</td>
<td>0.17</td>
<td>0.12</td>
<td>0.15</td>
<td>0.15</td>
<td>0.12</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>5</td>
<td>0.17</td>
<td>0.18</td>
<td>0.12</td>
<td>0.16</td>
<td>0.17</td>
<td>0.13</td>
<td>0.18</td>
<td>0.13</td>
</tr>
<tr>
<td>6</td>
<td>0.47</td>
<td>0.31</td>
<td>0.33</td>
<td>0.61</td>
<td>0.50</td>
<td>0.33</td>
<td>0.47</td>
<td>0.41</td>
</tr>
<tr>
<td>7</td>
<td>0.28</td>
<td>0.27</td>
<td>0.21</td>
<td>0.29</td>
<td>0.29</td>
<td>0.16</td>
<td>0.30</td>
<td>0.24</td>
</tr>
<tr>
<td>8</td>
<td>0.30</td>
<td>0.27</td>
<td>0.37</td>
<td>0.28</td>
<td>0.27</td>
<td>0.25</td>
<td>0.27</td>
<td>0.24</td>
</tr>
<tr>
<td>9</td>
<td>0.28</td>
<td>0.25</td>
<td>0.10</td>
<td>0.25</td>
<td>0.23</td>
<td>0.07</td>
<td>0.20</td>
<td>0.30</td>
</tr>
<tr>
<td>10</td>
<td>0.31</td>
<td>0.17</td>
<td>0.16</td>
<td>0.30</td>
<td>0.24</td>
<td>0.12</td>
<td>0.25</td>
<td>0.26</td>
</tr>
</tbody>
</table>

The prediction results for different sample size are shown in Table XVII, in which the MSE are used as criterion. Clearly, both factors of sample size have a great influence on the prediction accuracy, the prediction accuracy increases with the rise of two factors as expected.

V. APPLICATION TO A REAL EXAMPLE

In this section, we use the real data collected from 17 CNT arrays to evaluate the performance of the proposed method. On each CNT array, the anisotropy and the height are measured at 13 pre-specified locations, as shown in Fig. 10. The contours of the height and anisotropy of the CNT array are presented in Figs. 11 and 12, respectively. As can be seen, the height near the edge is usually higher than the height near the center, and the anisotropy surface basically resembles the corresponding height surface.

To determine the function form of the \( w(x) \) in (8) and (9), a linear regression function is fitted using data from each measurement location. Then, we obtain the coefficients of the linear models representing the relationship between the height and the anisotropy at different locations, which are used to estimate the coefficients at other locations by interpolating. The contours of the intercept term (see Fig. 13) and the slope term (see Fig. 14) show that a quadratic function seems appropriate for describing the mean parts of (8) and (9). In addition, the result of the linear regression is used as the initial value of the proposed method in this case study.

The first part of this case study mainly focuses on verification of the proposed model using real data. We randomly select one sample from the 17 CNT arrays to be a testing sample and use the rest as training samples. The situations are still categorized according to the number of measured locations in the predicted sample, which are 0, 2, 4, 8, and 12. It is noted that “0” corresponds to the “Unobserved sample prediction” and the others constitute the “Partially observed sample prediction” in this case study. The prediction results are presented in Fig. 15 for Scenario I and Scenario II and in Fig. 16 for Scenario III and Scenario IV. As can be seen, although the situation with more measured locations can provide better results, the predicted values for the “Unobserved sample” (Scenario I and Scenario III) are already very close to the true value, which verifies the effectiveness of the proposed method for two types of prediction. In addition to the graphical illustration, we calculate the MSE of the predicted result, which decreases from 60.2 to 3.3 for the Scenario II prediction and from 102.3 to 5.4 for the Scenario IV prediction as the number of measured locations increases from 2 to 12.
The second part of this section aims to illustrate the superiority of the proposed method for the application of nanomaterial surface characterization. For this purpose, two conventional methods are chosen as the benchmarks to compare with the proposed method. The first method involves applying the linear regression directly for each measurement location as

\[ y(t, x_i) = h(t_i \beta_i + e_i), \quad i = 1, \ldots, M \] (41)
where the coefficients are estimated as

\[ \hat{\beta}_i = \left( F_i^T F_i \right)^{-1} F_i^T \tilde{y}_i, \quad i = 1, \ldots, M \]  

(42)

where \( F_i \) is the design matrix for the \( i \)th measurement location, and the anisotropy at \( x_i \) in the new CNT array can be predicted as

\[ \tilde{y}_0(x, t^*) - \hat{\beta} \cdot [1 \ t^*]. \]  

(43)

The second benchmark is the extension of the bivariate spatial model proposed by Zhang et al. [34] to multiple replicates, of which the model should be

\[ y(t, x) = h(t)\beta + Z(x) + \varepsilon. \]  

(44)

Its log-likelihood is

\[ L = \log \left( \prod_{j=1}^{N} f(h_j) \right) \]

\[ = -\frac{N}{2} \left\{ M \log \sigma_z^2 + \log\left| (K + \mu I) \right| \right\} \]

\[ - \frac{1}{2\sigma_z^2} \sum_{j=1}^{N} t_j^T (K + \mu I)^{-1} t_j \]  

(45)

where \( t_j = (\tilde{y}_j - \hat{\beta}^{(0)} \cdot \tilde{t}) \odot \tilde{g}^{(1)}. \)

By maximizing the log-likelihood function, the MLE of parameters can be easily obtained, and the anisotropy can be predicted as

\[ \hat{y}(t^*, x^*) = h(t^*)\hat{\beta} + \sigma_z^2 (K + \mu I)^{-1}(\tilde{y}_0 - H\hat{\beta}). \]  

(46)

It is unrealistic to measure the anisotropy at more than two locations for each CNT array in real manufacturing, and, as a result, only two locations are selected to be measured for anisotropy in most of the produced CNT arrays. Therefore, we compared the proposed method with two traditional methods under the “Partially observed sample prediction” with two measured locations, which correspond with Scenarios III and IV (defined in Section III-D). For the 17 CNT arrays, one sample at a time is selected as the test sample, and the rest are training samples. Then, three methods are applied such that the predicted value is obtained for each location for each of the different methods. We iterate this process until every sample has been used as the predicted sample. After that, the MSE of prediction for each sample is calculated as shown in Table XVIII. It is noted that, for the Scenario IV prediction, the predicted location should be deleted from the training sample. Therefore, the method based on linear regression cannot be used for this scenario, and only two methods are applied for the Scenario IV prediction.

From the results in Table XVIII, the proposed method can deliver more accurate predictions than the other two traditional methods for both scenarios. The reason for this phenomenon can be explained as follows. The LR method assumes that the anisotropy at different locations is independent, while the BSM method neglects the relationship differences between two characteristics at each location. However, the proposed method not only considers the spatial correlation of the characteristics but also uses a Gaussian process to model the coefficients; such a representation presents the relationship between two characteristics at each location and forms a hierarchical model that has the potential to deliver better performance.

Practitioners should be fully aware that, compared with LR and BSM, HSM estimates parameter iteratively, and thus is more computational demanding. In most of our simulated scenarios, the HSM method can finish estimation within several minutes on a normal personal computer, which guarantees the practical usefulness of the proposed method.

VI. CONCLUSION

As one of the critical quality indices of CNT film, anisotropy has a great influence on the performance of devices made from CNT film. However, the anisotropy cannot be measured accurately at a reasonable cost because the measurement process is destructive and extremely sensitive to environmental disturbance. At the same time, the anisotropy has been found to be closely correlated with the height of the CNT array, which is another spatial quality characteristic that can be obtained accurately and inexpensively. This research proposes a hierarchical spatial model consisting of two levels. The first level mainly focuses on capturing the general trend and the spatial property of the anisotropy, while the second level is used to characterize the spatial property of the relationship between the two quality indices. After that, an iterative MLE-based algorithm is developed to estimate the related parameters. A prediction procedure is also derived for different prediction scenarios, and its effectiveness is verified by a simulation study. Finally, a case study is utilized to evaluate the performance of the proposed method,
which illustrates that the proposed method has the ability to deliver better results for the prediction of anisotropy compared with two conventional methods.

Considering the many challenges facing nanotechnology research and complexity of different novel processes, the proposed method can be extended to other situations with similar metrology needs. Although the change of real applications may lead to a change of the model format and potentially incurs new technical difficulties, we believe the adoption of statistical methods in scaling-up nanotechnology research and production is a promising area for future research.
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