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ABSTRACT
The modified Cholesky decomposition is commonly used for precision matrix estimation given a specified order of random variables. However, the order of variables is often not available or cannot be pre-determined. In this work, we propose a sparse precision matrix estimation by addressing the variable order issue in the modified Cholesky decomposition. The idea is to effectively combine a set of estimates obtained from multiple permutations of variable orders, and to efficiently encourage the sparse structure for the resultant estimate by the thresholding technique on the ensemble Cholesky factor matrix. The consistent property of the proposed estimate is established under some weak regularity conditions. Simulation studies are conducted to evaluate the performance of the proposed method in comparison with several existing approaches. The proposed method is also applied into linear discriminant analysis of real data for classification.

1. Introduction
The estimation of large sparse precision matrix is of fundamental importance in the multivariate analysis and various statistical applications. For example, in the classification problem, linear discriminant analysis (LDA) needs the precision matrix to compute the classification rule. In financial applications, portfolio optimization often involves the precision matrix in minimizing the portfolio risk. A sparse estimate of precision matrix not only provides a parsimonious model structure, but also gives meaningful interpretation on the conditional independence among the variables.

Suppose that \( \mathbf{X} = (X_1, \ldots, X_p)' \) is a \( p \)-dimensional vector of random variables with an unknown covariance matrix \( \Sigma \). Without loss of generality, we assume that the expectation of \( \mathbf{X} \) is zero. Let \( x_1, \ldots, x_n \) be \( n \) independent and identically distributed observations following a multivariate normal distribution \( \mathcal{N}(\mathbf{0}, \Sigma) \) with mean equal to the zero vector and covariance matrix \( \Sigma \). The goal of this work is to estimate the precision matrix \( \mathbf{\Omega} = (\omega_{ij})_{p \times p} = \Sigma^{-1} \). Particular interest is to identify zero entries of \( \omega_{ij} \), since \( \omega_{ij} = 0 \) implies the conditional independence between \( X_i \) and \( X_j \) given all the other random variables. One way is that we obtain a sparse covariance matrix and then take its inverse. The
inverse, however, is often computationally intensive, especially in the high-dimensional cases. Moreover, the inverse of a sparse covariance matrix often would not result in sparse structure for the precision matrix. Therefore, it is desirable to obtain a sparse estimate directly to catch the underlying sparsity in the precision matrix.

The estimation of sparse precision matrix has attracted great attention in the literature. Meinshausen and Bühlmann [1] introduced a neighbourhood-based approach: it first estimates each column of the precision matrix by the scaled Lasso or Dantzig selector, and then adjusts the matrix estimator to be symmetric. Yuan and Lin [2] proposed the Graphical Lasso (Glasso) method, which gives a sparse and shrinkage estimator of $\Omega$ by penalizing the negative log-likelihood as

$$
\hat{\Omega} = \arg\min_{\Omega} -\log |\Omega| + \text{tr}[\Omega S] + \rho||\Omega||_1,
$$

where $S = (1/n) \sum_{i=1}^n x_i x_i'$ is the sample covariance matrix, $\rho \geq 0$ is a tuning parameter, and $|| \cdot ||_1$ denotes the $L_1$ norm for the off-diagonal entries. Hence, the penalty term encourages some of the off-diagonal entries of the estimated $\Omega$ to be exact zeroes. Different variations of the Glasso formulation have been later studied [3–8]. The corresponding theoretical properties of Glasso method are also developed [2,5,9,10]. In particular, the results from Raskutti et al. [5] and Rothman et al. [9] suggest that, although better than the sample covariance matrix, the Glasso estimate may not perform well when $p$ is larger than the sample size $n$.

In addition, Fan, Fan and Lv [11] developed a factor model to estimate both covariance matrix and its inverse. They also studied the estimation in the asymptotic framework that both the dimension $p$ and the sample size $n$ go to infinity. Xue and Zou [12] introduced a rank-based approach for estimating high-dimensional nonparametric graphical models under a strong sparsity assumption that the true precision matrix has only a few nonzero entries. Wieringen and Peeters [13] studied the estimation of high-dimensional precision matrix based on the Ridge penalty. There are also a few work focusing on the inference for the precision matrix estimation. Drton and Perlman [14] proposed a new model selection strategy for Gaussian graphical models via hypotheses testings of the conditional independence between variables. Sun and Zhang [15] derived a residual-based estimator to construct confidence intervals for entries of the estimated precision matrix. Some recent Bayesian literature can also be found in the work of [16–20], among others.

Another set of commonly used methods is to consider the matrix decomposition for estimating sparse precision matrix. The modified Cholesky decomposition (MCD) approach was developed to estimate $\Omega$ [21,22]. This method reduces the challenge of estimating a precision matrix into solving a sequence of regression problems, and provides an unconstrained and statistically interpretable parametrization of a precision matrix. Although the MCD approach is statistically meaningful, the resultant estimate depends on the order of the random variables $X_1, \ldots, X_p$. In many applications, the variables often do not have a natural order, that is, the variable order is not available or cannot be predetermined before the analysis. There are several Cholesky-based methods for estimating the precision matrix without specifying a natural order to the variables [23–25]. In this work, we propose an improved MCD approach to estimate the sparse precision matrix via addressing the variable order issue using the permutation idea in Zheng et al. [25]. By considering an ensemble estimate under multiple permutations of the variable orders, Zheng...
et al. [25] introduced an order-averaged estimator for the large covariance matrix. However, they did not give the theoretical property of their estimator. Moreover, their estimator does not have sparsity, which is a very important and desired property for the matrix estimation in the high-dimensional cases. Hence, this paper improves the estimate of Zheng et al. [25] by encouraging the sparse structure in the precision matrix estimate. Specifically, we take average on the multiple estimates of the Cholesky factor matrix, and consequently construct the final estimate of the precision matrix. Since the averaged Cholesky factor matrix may not have sparse structure, we adopt the hard thresholding technique on the averaged Cholesky factor matrix to obtain the sparsity, thus leading to the sparse structure in the estimated precision matrix. The proposed method provides an accurate estimate and is able to capture the underlying sparse structure of the precision matrix. The sensitivity of the number of permutations of variable orders is studied in simulation. We also establish the consistency property of the proposed estimator regarding Frobenius norm under some appropriate conditions.

The remainder of the paper is divided into seven sections. In Section 2, we briefly review the MCD approach to estimate the precision matrix. In Section 3, we address the order issue of the MCD approach and propose an ensemble sparse estimate of $\Omega$. The consistent property is established in Section 4. Simulation studies and illustrative examples of real data are presented in Sections 5 and 6, respectively. We conclude our work with some discussion in Section 7. The technical proof is given in Appendix.

2. Revisit of modified Cholesky decomposition

The key idea of the modified Cholesky decomposition approach is that the precision matrix $\Omega$ can be decomposed using a unique lower triangular matrix $T$ and a unique diagonal matrix $D$ with positive diagonal entries [21] such that

$$\Omega = T'D^{-1}T.$$  

The entries of $T$ and the diagonal of $D$ are unconstrained and interpretable as regression coefficients and corresponding variances when one variable $X_j$ is regressed on its predecessors $X_1, \ldots, X_{j-1}$. Clearly, here an order for variables $X_1, \ldots, X_p$ is pre-specified. Specifically, consider $X_1 = \epsilon_1$, and for $j = 2, \ldots, p$, define

$$X_j = \sum_{k=1}^{j-1} a_{jk} X_k + \epsilon_j$$

$$= Z'_j a_j + \epsilon_j, \quad (1)$$

where $Z_j = (X_1, \ldots, X_{j-1})'$, and $a_j = (a_{j1}, \ldots, a_{jj-1})'$ is the corresponding vector of regression coefficients. The errors $\epsilon_j$ are assumed to be independent with zero mean and variance $d_j^2$. Denote $\epsilon = (\epsilon_1, \ldots, \epsilon_p)'$ and $D = \text{Cov}(\epsilon) = \text{diag}(d_1^2, \ldots, d_p^2)$. Then the $p$ regression models in (1) can be expressed in the matrix form $X = AX + \epsilon$, where $A$ is a lower triangular matrix with $a_{jk}$ in the $(j, k)$th position, and 0 as its diagonal entries. Thus one can easily write $TX = \epsilon$ with $T = I - A$ to derive the expression of $\Omega = T'D^{-1}T$.

The MCD approach therefore reduces the challenge of modelling a precision matrix into the task of modelling $(p - 1)$ regression problems.
Note that the MCD-based estimate is affected by the order of variables $X_1, \ldots, X_p$, since the regressions in (1) change when the order changes [23]. Hence, different orders of variables would result in different regressions, leading to different estimates of $T$ and $D$, and consequently different estimates of $\Omega$. To demonstrate this clearly, we generate 20 observations from a 4-dimensional normal distribution $\mathcal{N}(0, \Omega^{-1})$, where $\Omega$ is a sparse matrix with 1 as its diagonal and $\Omega_{13} = \Omega_{31} = 0.5$. We consider two different variable orders $\pi_1 = (1, 2, 3, 4)$ and $\pi_2 = (1, 4, 3, 2)$, and obtain the corresponding estimates $\hat{\Omega}_1$ and $\hat{\Omega}_2$ based on the MCD (1) as follows, with the regression coefficients $a_j$ estimated according to (3)

$$
\hat{\Omega}_1 = \begin{pmatrix}
1.80 & -0.13 & 0.75 & 0.06 \\
-0.13 & 1.94 & 0.24 & 0.07 \\
0.75 & 0.24 & 0.83 & 0.08 \\
0.06 & 0.07 & 0.08 & 1.41
\end{pmatrix}
\quad \text{and}
\quad
\hat{\Omega}_2 = \begin{pmatrix}
0.85 & 0.22 & 0.64 & 0.08 \\
0.22 & 1.82 & -0.11 & 0.08 \\
0.64 & -0.11 & 1.64 & 0.05 \\
0.08 & 0.08 & 0.05 & 1.41
\end{pmatrix}.
$$

Clearly, the estimates $\hat{\Omega}_1$ and $\hat{\Omega}_2$ are much different, due to the different variable orders used in the MCD. The variable orders significantly affect the Cholesky-based estimate. Hence, it is important to address this issue in the MCD-based approach. Wagaman and Levina [26] proposed an Isomap method to find the order of variables based on their correlations prior to applying banding techniques. Rajaratnam and Salzman [27] introduced a so-called ‘best permutation algorithm’ to recover the natural order of variables in autoregressive models for banded covariance matrix estimation, by minimizing the sum of the diagonals of $D$ in the MCD approach. However, a natural variable order of $X$ may not exist in practice, such as in the gene expression data or stock data. Moreover, the aforementioned methods for selecting a variable order are often designated for the banded matrix estimation. They are not suitable for the general matrix with no sparse structures. Therefore, in the next section, we propose a Cholesky-based ensemble sparse estimate of the precision matrix by addressing the order issue, with no assumption of sparse structure on the underlying matrix.

### 3. The proposed sparse estimator

To address the order issue and obtain an accurate estimate $\hat{\Omega} = (\hat{\omega}_{ij})_{p \times p}$, we take advantage of permutations to gain the flexibility such that we can ensemble the multiple estimates from different orders.

Define a permutation mapping $\pi : \{1, \ldots, p\} \to \{1, \ldots, p\}$, which represents a rearrangement of the order of the variables,

$$
(1, \ldots, p) \to (\pi(1), \pi(2), \ldots, \pi(p)). \quad (2)
$$

Define the corresponding permutation matrix $P_\pi$ of which the entries in the $j$th column are all 0 except taking 1 at position $\pi(j)$. Denote the $n$ by $p$ data matrix by $X = (x_1, \ldots, x_n)'$. 
Therefore, the transformed data matrix is

$$X_{\pi} = X P_{\pi} = (x_{\pi}^{(1)}, \ldots, x_{\pi}^{(p)})$$

where $x_{\pi}^{(j)}$ is the $j$th column of $X_{\pi}$, $j = 1, 2, \ldots, p$. The Lasso technique [28] is employed for the shrinkage purpose and for the situation where $p$ is close to $n$ or even larger than $n$. The idea of Lasso-type estimator for the Cholesky factor has been used in some literatures [5,23,29,30]. Under a given permutation $\pi$, obtain

$$\hat{a}_{\pi}(j) = \arg \min_{a_{\pi}(j)} \|x_{\pi}^{(\pi(j))} - \mathbb{V}_{\pi}(\pi(j)) a_{\pi}(j)\|_2^2 + \lambda_{\pi(j)} |a_{\pi}(j)|, \text{ for } \pi(j) \neq 1,$$  \hspace{1cm} (3)

and

$$\hat{\sigma}_{\pi}^2(j) = \begin{cases} \mathbb{V}_{\pi}(x_{\pi}^{(1)}), & \text{if } \pi(j) = 1, \\ \mathbb{V}_{\pi}(x_{\pi}^{(\pi(j))}) - \mathbb{V}_{\pi}(\pi(j)) \hat{a}_{\pi}(j), & \text{otherwise,} \end{cases}$$  \hspace{1cm} (4)

where $\mathbb{V}_{\pi}(j)$ represents the first $(j-1)$ columns of $X_{\pi}$, $\lambda_{\pi(j)} \geq 0$ is a tuning parameter, and $|\cdot|$ stands for the vector $L_1$ norm. Here $\mathbb{V}_{\pi}(\alpha) = (\sum_{i=1}^{p} (\alpha_i - \bar{\alpha})^2)/(n-1)$, where $\alpha = (\alpha_1, \ldots, \alpha_p)'$ is a $p$-dimensional vector, and $\bar{\alpha} = \frac{1}{n} \sum_{i=1}^{p} \alpha_i$. The tuning parameter is chosen by the cross validation. Then we can model the lower triangular matrix $\hat{T}_{\pi}$ with ones on its diagonal and $\hat{a}_{\pi}(j)$ as its $\pi(j)$th row. Meanwhile, the diagonal matrix $\hat{D}_{\pi}$ has its $\pi(j)$th diagonal element equal to $\hat{\sigma}_{\pi}^2(j)$. Correspondingly, $\hat{\Theta}_{\pi} = \hat{T}_{\pi}' \hat{D}_{\pi}^{-1} \hat{T}_{\pi}$ will be a sparse precision matrix estimate under $\pi$. Transforming back to the original order, we can estimate $\Theta$ as

$$\hat{\Theta} = P_{\pi} \hat{\Theta}_{\pi} P_{\pi}'$$

$$= P_{\pi} \hat{T}_{\pi}' \hat{D}_{\pi}^{-1} \hat{T}_{\pi} P_{\pi}'$$

$$= (P_{\pi} \hat{T}_{\pi}' P_{\pi}') (P_{\pi} \hat{D}_{\pi}^{-1} P_{\pi}') (P_{\pi} \hat{T}_{\pi} P_{\pi}')$$

$$\triangleq \hat{T}' \hat{D}^{-1} \hat{T}.$$  \hspace{1cm} (5)

Note that $\hat{T} = P_{\pi} \hat{T}_{\pi} P_{\pi}'$ may no longer be a lower triangular matrix, but it still contains the sparse structure. Suppose we randomly generate $M$ permutation mappings $\pi_k$, $k = 1, \ldots, M$. The word ‘randomly’ here means generating a permutation with all $p!$ possible permutations being equally probable. Accordingly, we obtain the corresponding estimates $\hat{\Theta}_k$, $\hat{T}_k$, and $\hat{D}_k$ in (5), denoted as $\hat{\Theta}_k$, $\hat{T}_k$, and $\hat{D}_k$ for the permutation $\pi_k$.

Based on the multiple estimates $\hat{T}_k$’s and $\hat{D}_k$’s, we consider the ensemble estimate of $\Theta$ as follows

$$\tilde{\Theta} = \tilde{T}' \tilde{D}^{-1} \tilde{T} \quad \text{with} \quad \tilde{T} = \frac{1}{M} \sum_{k=1}^{M} \hat{T}_k, \quad \tilde{D} = \frac{1}{M} \sum_{k=1}^{M} \hat{D}_k.$$  \hspace{1cm} (6)

The estimate in (6) is able to achieve good estimation accuracy since it reduces the variability in the estimates of $\hat{T}$ and $\hat{D}$. It is worth pointing out that we do not consider the
Figure 1. Heat maps for the true precision matrix $\Omega$, the estimates $\hat{\Omega}$, $\tilde{\Omega}$ and the proposed estimate $\hat{\Omega}_{\text{opt}}$. Darker colour indicates higher density; lighter colour indicates lower density.

averaged estimate $\bar{\Omega}$ based on the ensemble of $\hat{\Omega}_k$ as in Zheng et al. [25]

$$\bar{\Omega} = \frac{1}{M} \sum_{k=1}^{M} \hat{\Omega}_k = \frac{1}{M} \sum_{k=1}^{M} \hat{T}_k \hat{D}_k^{-1} \hat{T}_k.$$  \hfill (7)

The reason is that the estimation error of $\hat{\Omega}_k$ is already aggregated by the estimation error of $\hat{T}_k$ and $\hat{D}_k$. As shown in the simulations in Section 5, the estimate $\bar{\Omega}$ does not give good performance on the estimation.

Although the method (6) is able to produce an accurate estimate $\bar{\Omega}$, it fails to capture any sparse structure of the true precision matrix, since $\hat{T}$ in (6) does not contain the sparsity. To illustrate this point, we generate 50 observations from normal distribution $\mathcal{N}(\mathbf{0}, \Omega^{-1})$, where $\Omega$ is a $15 \times 15$ banded structure with main diagonal 1, the first sub-diagonal 0.5 and the second sub-diagonal 0.3. The first three panels of Figure 1 display the heat maps for the true precision matrix $\Omega$, the estimates $\bar{\Omega}$ in (6) and $\hat{\Omega}$ in (7). Clearly, there are many non-zeroes in the off-diagonal positions of estimates $\bar{\Omega}$ and $\hat{\Omega}$.

Therefore, to encourage the sparse structure in the estimate of $T$, we impose a hard thresholding on each entry of $\hat{T}$ in (6), which results in the sparsity of $\hat{T}$, hence leading to a sparse estimate of $\Omega$. The resultant estimate of $\Omega$ not only enjoys the sparse structure, but also requires no information on the variable order in the MCD before analysis.

The hard thresholding procedure is described as follows. Let $\hat{T} = (\hat{t}_{ij})_{p \times p}$ be the ensemble estimate obtained from method (6) and a hard thresholding is denoted by $\delta$. Then $\hat{T}_{\delta} = (\hat{t}_{ij}(\delta))_{p \times p}$ is defined as

$$\hat{t}_{ij}(\delta) = \begin{cases} \hat{t}_{ij}, & \text{if } |\hat{t}_{ij}| > \delta, \\ 0, & \text{if } |\hat{t}_{ij}| \leq \delta, \end{cases}$$ \hfill (8)

then the sparse estimate $\hat{\Omega}_{\delta} = \hat{T}_{\delta}' \hat{D}^{-1} \hat{T}_{\delta}$.

A large value of thresholding will improve the performance of capturing sparse structure, but reduce the estimation accuracy. To choose an appropriate value for hard thresholding, we suggest to use the Bayesian information criterion (BIC) which is to balance the tradeoff between the fitting of the likelihood function and the sparsity of the estimate. Specifically, for a given hard thresholding $\delta_l$, $l = 1, \ldots, H$, the corresponding BIC($\delta_l$) [2] is computed by

$$\text{BIC}(\delta_l) = - \log |\hat{\Omega}_{\delta_l}| + \text{tr}[\hat{\Omega}_{\delta_l} S] + \frac{\log n}{n} \sum_{i \leq j} \hat{e}_{ij}(l),$$ \hfill (9)
where $\tilde{\Omega}_{\delta l} = (\hat{\omega}_{ij})_{p \times p} = \tilde{T}'_{\delta l} \tilde{D}^{-1} \tilde{\Omega}_{\delta l}$ using the hard thresholding $\delta l$, $\hat{\omega}_{ij}(l) = 0$ if $\hat{\omega}_{ij}^{(\delta l)} = 0$, and $\hat{\omega}_{ij}(l) = 1$ otherwise. The optimal hard thresholding $\delta_{opt}$ is chosen such that its corresponding BIC value is smallest. Then the proposed sparse precision estimate is

$$\tilde{\Omega}_{\delta_{opt}} = \tilde{T}'_{\delta_{opt}} \tilde{D}^{-1} \tilde{T}_{\delta_{opt}}. \quad (10)$$

Clearly, the method (6) can be viewed as a special case of the proposed estimate with hard thresholding $\delta = 0$. The fourth panel in Figure 1 shows the heat map of the proposed estimate $\tilde{\Omega}_{\delta_{opt}}$ in (10). It has much less off-diagonal non-zeroes compared with $\Omega$ and $\tilde{\Omega}$.

The algorithm of proposed estimate of sparse precision matrix $\Omega$ based on the MCD is summarized as follows:

**Algorithm 1:**

**Step 1:** Input centred data.

**Step 2:** Randomly generate $M$ permutation mappings $\pi_k$ as in (2), $k = 1, 2, \ldots, M$.

**Step 3:** Under each permutation $\pi_k$, construct $T_{\pi_k}$ from the estimates of regression coefficients in (3). Obtain $\tilde{D}_{\pi_k}$ from the corresponding residual variances in (4).

**Step 4:** Transform to the original order: $\tilde{T}_k = P_{\pi_k} \tilde{T}_{\pi_k} P'_{\pi_k}$ and $\tilde{D}_k = P_{\pi_k} \tilde{D}_{\pi_k} P_{\pi_k}$.

**Step 5:** $\tilde{T} = \frac{1}{M} \sum_{k=1}^{M} \tilde{T}_k$, $\tilde{D} = \frac{1}{M} \sum_{k=1}^{M} \tilde{D}_k$ as in (6).

**Step 6:** Obtain $\tilde{T}_{\delta_{opt}}$ from (8) by applying $\delta_{opt}$ to $\tilde{T}$, where $\delta_{opt}$ is selected by (9).

**Step 7:** $\tilde{\Omega} = \tilde{T}'_{\delta_{opt}} \tilde{D}^{-1} \tilde{T}_{\delta_{opt}}$ as in (10).

As seen in Algorithm 1, the proposed method attempts to balance between the accuracy and sparsity of the estimate for $\Omega$. Meanwhile, we would like to point out that Algorithm 1 is also very flexible with respect to the objective in practice. If the practical objective does not focus on the sparse structure of the precision matrix, one can set the hard thresholding $\delta = 0$ for the estimation of $\Omega$. As shown in Section 5, such an estimator has good performance in certain setting of covariance structure.

Note that the proposed method needs to choose the number of permutations $M$. To choose an appropriate number of permutations $M$ for efficient computation, we have tried $M = 10, 30, 50, 80, 100, 120$ and $150$ as the number of randomly selected permutations from all the possible permutations. The performance results are quite comparable when $M$ is larger than 30 or 50. In this paper, we choose $M = 100$ for the proposed method. The sensitivity of the order of variables is also examined in the simulation.

### 4. Consistency property

In this section, the asymptotic property regarding the consistency of the proposed estimator is established. We start by introducing some notation. Let $\Omega_0 = (\omega_{ij})_{p \times p} = T'_0 D_0^{-1} T_0$ be the true precision matrix and its MCD. The singular values of matrix $A$ are denoted by $sv_1(A) \geq sv_2(A) \geq \ldots \geq sv_p(A)$, which are the squared root of the eigenvalues of matrix $AA'$. In order to theoretically construct the asymptotic property for the estimator $\tilde{\Omega}_{\delta} = \tilde{T}'_{\delta} \tilde{D}^{-1} \tilde{T}_{\delta}$, we assume that there exists a constant $h$ such that

$$0 < 1/h < sv_p(\Omega_0) \leq sv_1(\Omega_0) < h < \infty. \quad (11)$$

The similar assumption is also made in [5,10,31]. It guarantees the positive definiteness property of $\Omega_0$. Now we present the following theory. The proof is given in the Appendix.
Theorem 4.1: Assume data are from Normal distribution $N(0, \Sigma_0^{-1})$. Under (11), assume that $p \log(p) = o(n)$, and the tuning parameters $\lambda_{\pi(j)}$ in (3) satisfy $\sum_{j=1}^{p} \lambda_{\pi(j)} = O((\log(p))/n)$. The hard thresholding parameter $\delta$ satisfies $\delta = O((\log(p))/nM))$, and $M = O(p)$. Then we have $\| \hat{\Omega}_\delta - \Omega_0 \|_F \rightarrow 0$.

Theorem 4.1 establishes the consistency property of the estimator $\hat{\Omega}_\delta$ regarding Frobenius norm under some appropriate conditions. Here the assumption $M = O(p)$ is to allow the number of permutations of variable orders $M$ to vary with the number of variables $p$. A larger value of $M$ is recommended for the proposed method as the number of variables $p$ increases. A numeric study to investigate the impact of the choice of $M$ on the performance of the proposed method is conducted in the simulation section.

5. Simulation

In this section, we present a simulation study which evaluates the performance of the proposed method in comparison with several existing approaches. Two versions of the proposed method are considered, denoted by M1 and M2, respectively. The proposed method M1 represents the estimate in (6) with hard thresholding $\delta = 0$. The proposed method M2 stands for the estimate in (10) with hard thresholding chosen by the BIC criterion as in (9).

Among the comparison methods, The first one is the MCD method for estimating $\Sigma$ with the order chosen by BIC criterion [32], denoted as BIC. The second compared approach is the best permutation algorithm [27], denoted by BPA. It selects the order of variables such that $||D||_F^2$ is minimized, where $|| \cdot ||_F$ denotes the Frobenius norm, and $D$ is the diagonal matrix in the MCD approach. The third method is the estimate $\hat{\Omega}$ in (7), denoted by AVE. The last method for comparison is the graphical lasso [1–3], denoted as Glasso. In all the Cholesky-based approaches, the Cholesky factor matrix $T$ is constructed according to (3), with the tuning parameter chosen by the cross validation.

Denote by $\hat{\Sigma} = (\hat{\omega}_{ij})_{p \times p}$ an estimate for the covariance matrix $\Sigma = (\omega_{ij})_{p \times p}$. To measure the accuracy of a precision matrix estimate, we consider the Kullback-Leibler loss $\Delta_1$, the entropy loss $\Delta_2$ and the quadratic loss $\Delta_3$ (up to some scale) as follows,

$$\Delta_1 = \frac{1}{p} (\text{tr}[\Sigma^{-1}\hat{\Sigma}] - \log |\Sigma^{-1}\hat{\Sigma}| - p),$$

$$\Delta_2 = \frac{1}{p} (\text{tr}[\Sigma^{-1}\hat{\Sigma}] - \log |\Sigma^{-1}\hat{\Sigma}| - p),$$

$$\Delta_3 = \frac{1}{p} [\text{tr}(\Sigma^{-1}\hat{\Sigma} - I)]^2.$$  

We also use the mean absolute error and mean squared error given by

$$\text{MAE} = \frac{1}{p} \sum_{i=1}^{p} \sum_{j=1}^{p} |\hat{\omega}_{ij} - \omega_{ij}| \quad \text{and} \quad \text{MSE} = \frac{1}{p} \sum_{i=1}^{p} \sum_{j=1}^{p} (\hat{\omega}_{ij} - \omega_{ij})^2.$$  

In addition, to gauge the performance of the estimates in capturing the sparse structure, the false selection loss (FSL) are used, which is the summation of false positive (FP) and false
negative (FN). We say a FP occurs if a nonzero element in the true matrix is incorrectly estimated as a zero. Similarly, a FN occurs if a zero element in the true matrix is incorrectly identified as a nonzero. The FSL is computed in percentage as (FP + FN) / p^2. For each loss function above, we report the averages of the performance measures over 50 replicates.

We consider the following six precision matrix (i.e. precision matrix) structures.

Model 1. \( \Omega_1 = MA(0.5, 0.3). \) The main diagonal elements are 1 with first sub-diagonal elements 0.5 and second sub-diagonal elements 0.3.

Model 2. \( \Omega_2 \) is generated by randomly permuting rows and corresponding columns of \( \Omega_1 \).

Model 3. \( \Omega_3 = \begin{pmatrix} CS(0.5) & 0 \\ 0 & I \end{pmatrix} \), where \( CS(0.5) \) represents a 10 \( \times \) 10 compound structure matrix with diagonal elements 1 and others 0.5. 0 indicates a matrix with all elements 0.

Model 4. \( \Omega_4 = AR(0.5). \) The conditional covariance between any two random variables \( X_i \) and \( X_j \) is fixed to be \( 0.5^{\mid i-j \mid}, 1 \leq i, j \leq p \).

Model 5. \( \Omega_5 = \text{diag}(p, p-1, p-2, \ldots, 1). \)

Model 6. \( \Omega_6 = B' H^{-1} B \), where \( H = 0.01 \times I \), and \( B = (-\phi_{t,s}) \) with \( \phi_{t,t} = 1, \phi_{t+1,t} = 0.8, \) and \( \phi_{t,s} = 0 \) otherwise.

Model 1 is a sparse banded structure. Model 2 permutes the rows and corresponding columns of Model 1 randomly. Model 3 is a block compound structure on the upper left corner. It is becoming more and more sparse as the dimension \( p \) increases. Model 4 is an autoregressive structure that has homogeneous variances and correlations declining with distance. This model is more dense than the other models. The structures of Model 5 and Model 6 are also used in Huang et al. (2006) [29]. For each model, we generate normally distributed data with three settings of sample sizes and variable sizes: (1) \( n = 50, p = 30; \) (2) \( n = 50, p = 50 \) and (3) \( n = 50, p = 100. \) Table 1 to Table 3 report the loss measures of the estimates averaged over 50 replicates and their corresponding standard errors (in parenthesis) for different approaches. For each model, the lowest averages regarding each measure are shown in bold.

Table 1 reports the averages and corresponding standard errors (in parenthesis) of different loss measures obtained from each method when \( p = 30. \) From the results it can be seen that, by addressing the order issue, the proposed methods M1 and M2 considerably outperform other approaches with respect to all the loss measures. Overall, the M1 performs the best under \( \Delta_1, \Delta_3 \) and MSE criteria, followed by M2. The M2 produces the minimum MAE in all the seven models. It also significantly dominates all the other approaches in terms of FSL except Model 3, where the M2 is the second best and inferior to the Glasso. Nevertheless, the M2 substantially outperforms the Glasso in Model 3 regarding all the other loss measures. Additionally, although the AVE gives the best performance for the loss function \( \Delta_2, \) the M1 is much comparable. Particularly, from the perspective of models, the M2 generally gives the superior performance to the other methods in the sparse Model 5, and also shows advantage in Model 6. Moreover, from the perspective of variation, the proposed methods M1 and M2 result in a much smaller variability of the estimates for all the models in terms of \( \Delta_1, \Delta_3 \) and MSE. The AVE has comparable standard errors regarding \( \Delta_2, \) and the Glasso gives the smallest standard errors under MAE.

Compared with the proposed methods, the MCD approach based on the BIC order selection (i.e. BIC) does not perform as well as M1 and M2, which implies that using a
single variable in the MCD approach may not be helpful to improve the estimation accuracy, while the multiple orders would lead to a more accurate estimate. Also, the inferior performance of the AVE to the proposed methods implies that the way of assembling the available estimates obtained from multiple orders is important, i.e. the method (6) with the ensemble estimates $\tilde{T}$ and $D$ performs better than the method (7) of the ensemble estimate $\hat{\Omega}$.

Table 2 and Table 3 present the comparison results regarding the loss measures $\Delta_1$, $\Delta_2$, $\Delta_3$, MAE, MSE and FSL for $p = 50$ and $p = 100$, respectively. Tables show the similar conclusions as $p = 30$. The proposed methods generally give superior performances to the other approaches. As the number of variables $p$ increases, the proposed methods work even more promising as expected. For example, the M2 performs better and better for Model 3 as the number of variables $p$ increases, since this model is becoming more and more sparse. Compared with AVE, the proposed methods result in much smaller losses and standard errors in terms of $\Delta_2$ when $p = 100$. In addition, the M1 performs the best in the dense Model 4 in all the settings of $p$, since the M1 is able to give an accurate estimate when the true model is not sparse.
Moreover, to investigate the impact of the choice of $M$ on the performance of the proposed methods, we compute six loss measures for different values of $M = 10, 30, 50, 80, 100, 120$ and $150$. Figure 2 and 3 display the corresponding results obtained from the proposed methods M1 and M2 for Model 2. The solid line, dashed line and dotted line represent three situations where $p = 30, 50$ and 100, respectively. To clearly distinguish three different lines for the loss measure FSL, here we present NFSL $= \text{FP} + \text{FN}$ rather than its percentage form. Overall, it is clear to see that almost all of the lines are significantly decreasing in the range of $M = (10, 30)$, and are stable over other values of $M$. The dotted lines ($p = 100$) are slightly decreasing in the range of $M = (30, 50)$ for some criteria since a relative large value of $M$ is needed for large $p$.

In a brief summary, the numerical results show that the proposed methods give a superior performance over some other conventional approaches. The M2 performs well when the underlying precision matrix is sparse. It is able to catch the sparse structure of $\Omega$. In comparison, although the M1 does not provide a sparse estimate, it gives an accurate estimate with respect to $\Delta_1 - \Delta_3$. Hence, the M1 method is suitable when the true $\Omega$ is not sparse.
6. Application

In this section, we apply the proposed method of estimating $\Omega$ for the linear discriminant analysis (LDA). To overcome the drawback of the classic LDA in high-dimensional data, we consider a new classification rule by using the proposed sparse precision estimate. A gene expression data set and hand movement data are used to evaluate the performance of the proposed classification rule.

6.1. LDA via the proposed estimate of $\Omega$

In the classification problem, LDA is one commonly used technique. Consider a classification problem with $K$ classes. Each observation belongs to some class $k \in 1, 2, \ldots, K$. Denote by $C_k$ the class of training set observation $x_i$. Let $\hat{\mu}_k$ be the $p \times 1$ vector of the sample mean of the training data in class $k$, and $\hat{\Sigma}_{LDA} = (1/(n - K)) \sum_{k=1}^{K} \sum_{i \in C_k} (x_i - \hat{\mu}_k)(x_i - \hat{\mu}_k)'$ be the estimated within-class covariance matrix based on the training data. Then LDA classification rule is: classify a test observation $x$ to class $k^*$ if $k^*$ =...
Figure 2. Plot of six loss measures of the proposed M1 against the number of orders \( M \) for Model 2

\[
\arg\max_k \eta_k(x), \text{ where } \eta_k(x) = x' \hat{\Sigma}^{-1}_{LDA} \hat{\mu}_k - \frac{1}{2} \hat{\mu}_k' \hat{\Sigma}^{-1}_{LDA} \hat{\mu}_k + \log \pi_k \tag{12}
\]

and \( \pi_k \) is the frequency of class \( k \) in the training data set. This method works well if the training sample size \( n \) is larger than the number of random variables \( p \). However, when \( p \) is close to \( n \), Bickel and Levina (33) [33] showed that LDA is asymptotically as bad as random guessing. Even worse, when \( n < p \), the within-class covariance matrix \( \hat{\Sigma}_{LDA} \) is singular and the classical LDA breaks down. There are different approaches developed to address these problems in literature [34–38].

To overcome the singular issue, we suggest a classification rule using the proposed sparse estimate instead of \( \hat{\Sigma}^{-1}_{LDA} \) in (12). An accurate estimation of inverse within-class covariance matrix is expected to lead to accurate classification performance. In the following subsections, two real classification data sets are used to evaluate the performance of the proposed estimate, obtained respectively from M1 and M2, in comparison with other approaches,
including BIC, BPA, AVE and Glasso. Apart from these, the generalized LDA [35], C5.0 [39] and diagonal linear discriminant analysis [40] are also considered, denoted by GLDA, C5 and DLDA. The GLDA replaces $\Sigma_{LDA}^{-1}$ in (12) with the generalized precision matrix. C5 builds decision trees from a set of training data, using the concept of entropy. On each iteration of the algorithm, it iterates through every unused variable and calculates the entropy. It then selects the variable which has the smallest entropy value. The DLDA is a modification to LDA, where the off-diagonal elements of the pooled sample covariance matrix are set to be zeroes.

### 6.2. Lymphoma data

The data set includes two classes. It contains expression values for 2647 genetic probes and 77 samples, 58 of which are obtained from patients suffering from diffuse large B-cell lymphoma, while the remaining 19 samples are derived from follicular lymphoma type. Data are available online at [http://ico2s.org/datasets/microarray.html](http://ico2s.org/datasets/microarray.html). We randomly split
Table 4. Misclassification error of the proposed methods compared with other approaches for Lymphoma data.

<table>
<thead>
<tr>
<th>Method</th>
<th>M1</th>
<th>M2</th>
<th>BIC</th>
<th>AVE</th>
<th>BPA</th>
<th>Glasso</th>
<th>GLDA</th>
<th>DLDA</th>
<th>C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>7</td>
<td>6</td>
<td>16</td>
<td>11</td>
<td>9</td>
<td>8</td>
<td>13</td>
<td>7</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 4. Boxplot of misclassification error comparison for proposed methods with other approaches under the randomly splitting training and testing data from Lymphoma data.

The samples into two groups: training set of 35 samples and testing set of 42 samples. Then the variable screening procedure is performed through two sample t-test. Specifically, for each variable, t-test is conducted against the two classes of the training data such that variables with large values of test statistics are ranked as significant variables, and the top 50 significant variables are selected for data classification. The results of misclassification error for each approach are summarized in Table 4. Overall, the proposed methods are better than other approaches. The M2 is the best with the minimum misclassification error. The M1 and M2 perform better than the BIC and AVE. Additionally, the AVE gives superior performance to the BIC in terms of smaller misclassification error as expected. The BIC and GLDA do not give the accurate classification.

Furthermore, we randomly partition 35 observations of the samples as a new training data set and the remaining 42 observations as a new testing data set. Figure 4 shows the boxplot of the misclassification errors for each method by repeating the above procedure over 50 times based on the top 50 significant gene expressions. It is clear that the M1, M2 and DLDA are the best, followed by C5, Glasso and AVE, which further confirms that an efficient way of organizing the available estimates will lead to a small misclassification error. In this example, both the M2 and DLDA perform quite well due to the underlying conditional independence between the gene variables. M2 appears to be better because of its smaller misclassification error and narrower width. In addition, the AVE performs better than BIC due to the superiority of the multiple orders over one order. The BIC, BPA and GLDA are not as good as other approaches.
Although DLDA shows comparable performance as M2 in the lymphoma example, we will demonstrate its drawbacks in the following. The reason DLDA works well, we believe, is that the contribution of every single variable of top 50 is relatively much more significant than the contribution of their interactions. As a result, the underlying precision matrix might be a diagonal matrix. To confirm our opinion, we assess the performance of each method using lymphoma data set based on a new group of 50 variables, which are randomly selected from all the 2647 gene expressions. Obviously, a single variable from these randomly selected 50 variables would not play a role as great as the top 50 significant variables. Therefore, their interactions are supposed to make some contributions, hence resulting in a sparse but not a diagonal precision matrix. In practice, we use the same partitioned training and testing data sets used for Figure 4, and randomly select 50 gene expressions as variables. Figure 5 displays the misclassification errors of each method from the above procedure. It is clear that the M2 performs much better than DLDA. The M1 still gives a good performance due to its accurate estimate.

6.3. Hand movement data

To evaluate the performance of the proposed methods in multiple classification problems, the second data set contains 15 classes of 24 observations each with each class referring to a hand movement type. The hand movement is represented as a two dimensional curve performed by the hand in a period of time, where each curve is characterized by 90 variables. The data are available online at [https://archive.ics.uci.edu/ml/datasets/Libra+Movement](https://archive.ics.uci.edu/ml/datasets/Libra+Movement). The data set is randomly split into the training set of 160 observations and testing set of 200 observations. Table 5 reports the misclassification errors for each approach. The proposed M1 dominates all the other methods attributed to the accurate precision matrix estimate. M2, especially DLDA, performs not well possibly due to the non-sparse structure of the underlying precision matrix. BPA and Glasso are comparable with BIC and AVE. GLDA does not provide a accurate classification.
Table 5. Misclassification error of the proposed methods compared with other approaches for Hand Movement data.

<table>
<thead>
<tr>
<th>Method</th>
<th>M1</th>
<th>M2</th>
<th>BIC</th>
<th>AVE</th>
<th>BPA</th>
<th>Glasso</th>
<th>GLDA</th>
<th>DLDA</th>
<th>C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>55</td>
<td>75</td>
<td>74</td>
<td>74</td>
<td>77</td>
<td>73</td>
<td>97</td>
<td>84</td>
<td>85</td>
</tr>
</tbody>
</table>

Figure 6. Boxplot of misclassification error comparison for proposed methods with other approaches under the randomly splitting training and testing data from Hand Movement data.

Moreover, we randomly partition 160 observations as a new training data set and the remaining 200 observations as a new testing data set. Figure 6 presents the boxplot of the misclassification errors by repeating the above procedure over 50 times. The proposed M1 outperforms the other approaches as it gives an accurate estimate. BIC, BPA, AVE and Glasso are comparable with each other. The performances of M2, C5 and DLDA are not as well as others. GLDA gives the highest misclassification error. This 15 classes data example demonstrates that the proposed method works consistently well in the multiple classification settings.

7. Discussion

In this paper, we have improved the Cholesky-based approach for sparse precision matrix estimation by introducing an ensemble method. Based on the modified Cholesky decomposition of a precision matrix, the proposed estimator is properly assembled from a set of multiple estimates of $T$ and $D$ under different orders of random variables. Hard thresholding technique is applied to the ensemble estimate of Cholesky factor matrix $T$ to encourage the sparse structure. The resulting estimator does not require the prior knowledge of the order of variables. Although we employ the Lasso penalty in the regression (3) to solve the coefficients, other regularization methods can be considered, such as Ridge penalty or adaptive Lasso. The simulation studies show the superior performance of our proposed
method in terms of loss measures and ability of capturing sparsity. The advantage of considering multiple orders over one single order is illustrated by comparison of the proposed method with the BIC and BPA approaches.

Finally, we would like to remark that sometimes real data may include abnormal observations. Hence, robustness is a very important property we need to consider when proposing an estimator. Compared to the method (6), alternatively, we consider the ensemble estimate by the element-wise median of $\hat{T}$ and $\hat{D}$ instead of taking average

$$\hat{\Omega} = \hat{T}'\hat{D}^{-1}\hat{T} \text{ with } \hat{T} = \text{med}(\hat{T}_k), \hat{D} = \text{med}(\hat{D}_k).$$

This estimator is supposed to be more robust than the proposed method. It is also able to provide a sparse estimate for the precision matrix without a natural variable order, and is applicable in high dimensions. We will further investigate the robustness of this estimator in the future work.
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Appendix

Lemma A.1: Assume a positive definite matrix $\Omega$ has corresponding modified Cholesky decomposition

$$\Omega = T^D D^{-1} T,$$

and there exist $c_1$ and $c_2$ such that $0 < c_1 < sv_p(\Omega) \leq sv_1(\Omega) < c_2 < \infty$, then there exist constants $g_1$ and $g_2$ such that

$$g_1 < sv_p(T) \leq sv_1(T) < g_2,$$

$$g_1 < sv_p(D) \leq sv_1(D) < g_2.$$

Also we have

$$\|T\|_F^2 = O(1) \quad \text{and} \quad \|D\|_F^2 = O(1).$$

The proof of Lemma A.1 can be found in Jiang [41], thus is omitted here.

Let $\Omega_{0\pi} = T_{0\pi}P_{0\pi}^{-1}T_{0\pi}$ be the MCD for the true precision matrix under a variable order $\pi$. Let $Z_{\pi_k} = \{(j, k) : k < j, t_{(\pi_k)}^{(j)} \neq 0\}$ be the collection of nonzero elements in the lower triangular part of matrix $T_{0\pi_k}$. Denote by $s$ the maximum of the cardinality of $Z_{\pi_k}$ for $k = 1, 2, \ldots, M$. Then we have the following Lemma.

Lemma A.2: Assume data are from Normal distribution $N(0, \Omega_{0}^{-1})$. Under (11), assume that the tuning parameters $\lambda_{\pi(j)}$ in (3) satisfy $\sum_{j=1}^{p} \lambda_{\pi(j)} = O(\log(p)/n)$. Then $\hat{T}_{\pi}$ and $\hat{D}_{\pi}$ have the following consistent properties

$$\|\hat{T}_{\pi} - T_{0\pi}\|_F = O_p(\sqrt{s \log(p)/n}),$$

$$\|\hat{D}_{\pi} - D_{0\pi}\|_F = O_p(\sqrt{p \log(p)/n}).$$

Proof of Lemma A.2: The proof is the same as that of Theorem 3.1 in Jiang [41] except two key differences. The first one is Jiang [41] considered data that are from different groups but share the similar structure. $\Sigma^{(j)}$ was used to indicate the covariance matrix for the $j$th group, $j = 1, 2, \ldots, J$. Hence, the proof of Lemma A.2 is a special case with the number of data group $J = 1$. The second difference between Theorem 3.1 in [41] and our Lemma A.2 is the penalty term. Jiang (2012) [41] had two penalties $\lambda$ and $\beta$ satisfying $\lambda + \beta = O(\log(p)/n)$. While in our proposed method, such assumption on the penalty terms is replaced with $\sum_{j=1}^{p} \lambda_{\pi(j)} = O(\log(p)/n)$. Hence, we omit the detailed proof here. ■
Proof of Theorem 4.1: Let \(\Delta_T = \tilde{T}_\delta - T_0\) and \(\Delta_D = \tilde{D} - D_0\), then \(\|\tilde{\Omega}_\delta - \Omega_0\|_F^2\) can be decomposed as follows,

\[
\|\tilde{\Omega}_\delta - \Omega_0\|_F^2 = \|\tilde{T}_\delta \tilde{D}^{-1} \tilde{T}_\delta - T_0 D_0^{-1} T_0\|_F^2
\]

\[
= \|(\Delta_T + T_0) \tilde{D}^{-1} (\Delta_T + T_0) - T_0 D_0^{-1} T_0\|_F^2
\]

\[
\leq \|\Delta_T \tilde{D}^{-1} T_0\|_F^2 + \|T_0 \tilde{D}^{-1} \Delta_T\|_F^2 + \|\Delta_T \tilde{D}^{-1} \Delta_T\|_F^2 + \|T_0 (\tilde{D}^{-1} - D_0^{-1}) T_0\|_F^2.
\]

Next, we bound these four terms separately. From (11) and Lemma A.1, we have \(\|T_0\|_F^2 = O(1)\) and \(\|D_0\|_F^2 = O(1)\). Then \(\|\tilde{D}\|_F^2 = \|\tilde{D} - D_0 + D_0\|_F^2 \leq \|\Delta_D\|_F^2 + \|D_0\|_F^2 = O_p(1)\). Similarly we have \(\|\tilde{D}^{-1}\|_F^2 = O_p(1)\). It is because that the single values of \(\Omega\) are bounded, then the single values of \(\Omega^{-1}\) are bounded. This together with Lemma A.1 results in \(\|D_0^{-1}\|_F^2 = O_p(1)\), and hence \(\|\tilde{D}^{-1}\|_F^2 = O_p(1)\). Hence, it is easy to obtain

\[
\|\Delta_T \tilde{D}^{-1} T_0\|_F^2 \leq \|\Delta_T\|_F^2 \|\tilde{D}^{-1}\|_F^2 \|T_0\|_F^2 = O_p(\|\Delta_T\|_F^2).
\]

Apply the same principle, we have \(\|T_0 \tilde{D}^{-1} \Delta_T\|_F^2 = O_p(\|\Delta_T\|_F^2)\). For the third term,

\[
\|\Delta_T \tilde{D}^{-1} \Delta_T\|_F^2 \leq \|\Delta_T\|_F^2 \|\tilde{D}^{-1}\|_F^2 \|\Delta_T\|_F^2 = O_p(\|\Delta_T\|_F^2).
\]

For the fourth term,

\[
\|T_0 (\tilde{D}^{-1} - D_0^{-1}) T_0\|_F^2 \leq \|T_0\|_F^2 \|\tilde{D}^{-1}\|_F^2 \|D_0^{-1}\|_F^2 \|T_0\|_F^2 = O_p(\|\tilde{D} - D_0\|_F^2).
\]

Therefore, we have

\[
\|\tilde{\Omega}_\delta - \Omega_0\|_F^2 = O_p(\|\tilde{T}_\delta - T_0\|_F^2) + O_p(\|\tilde{D} - D_0\|_F^2). \quad (A1)
\]

Next, we derive \(O_p(\|\tilde{T}_\delta - T_0\|_F^2)\) and \(O_p(\|\tilde{D} - D_0\|_F^2)\). For any variable order \(\pi_k, k = 1, 2, \ldots, M\), we have

\[
\|\tilde{T}_k - T_0\|_F^2 = \|P_{\pi_k} \tilde{T}_{\pi_k} P_{\pi_k}' - P_{\pi_k} T_{0\pi_k} P_{\pi_k}'\|_F^2
\]

\[
= \|P_{\pi_k} (\tilde{T}_{\pi_k} - T_{0\pi_k}) P_{\pi_k}'\|_F^2
\]

\[
= \|\tilde{T}_{\pi_k} - T_{0\pi_k}\|_F^2
\]

\[
= O_p(s \log(p)/n),
\]

where the third equality results from the fact that the Frobenius norm of a matrix is invariant on the permutation matrix, and the fourth equality is provided by Lemma A.2. This leads to the consistent property of \(\tilde{T} = (1/M) \sum_{k=1}^M \tilde{T}_k\) in (6) as follows,

\[
\|\tilde{T} - T_0\|_F^2 = \left\| \frac{1}{M} \sum_{k=1}^M \tilde{T}_k - T_0 \right\|_F^2
\]

\[
= \frac{1}{M^2} \left\| \sum_{k=1}^M \tilde{T}_k - MT_0 \right\|_F^2
\]

\[
\leq \frac{1}{M^2} \sum_{k=1}^M \|\tilde{T}_k - T_0\|_F^2
\]

\[
= O_p\left( \frac{s \log(p)}{nM} \right).
\]
Similarly, we can establish
\[ \| \tilde{D} - D_0 \|^2_F = O_p \left( \frac{p \log(p)}{nM} \right) = O_p \left( \frac{\log(p)}{n} \right). \] (A2)

From the property of Frobenius norm and consistency of \( \tilde{T} \), we have
\[
\| \tilde{T}_\delta - T_0 \|^2_F \leq \| \tilde{T}_\delta - \tilde{T} \|^2_F + \| \tilde{T} - T_0 \|^2_F
\]
\[
\leq \delta^2 p^2 + O_p \left( \frac{s \log(p)}{nM} \right)
\]
\[
= O_p \left( \frac{(s + p^2) \log(p)}{nM} \right)
\]
\[
= O_p \left( \frac{p \log(p)}{n} \right),
\] (A3)

where the fourth equality is given by \( s \leq p^2 \). Therefore, from (A1), together with the consistent properties of \( \tilde{D} \) and \( \tilde{T}_\delta \) in (A2) and (A3), it is easy to obtain
\[
\| \tilde{\Omega}_\delta - \Omega_0 \|^2_F = O_p (\| \tilde{T}_\delta - T_0 \|^2_F) + O_p (\| \tilde{D} - D_0 \|^2_F)
\]
\[
= O_p \left( \frac{p \log(p)}{n} \right) + O_p \left( \frac{\log(p)}{n} \right)
\]
\[
= O_p \left( \frac{p \log(p)}{n} \right)
\]

\[ \xrightarrow{P} 0. \]