Sparse estimation of multivariate Poisson log-normal models from count data
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Modeling data with multivariate count responses is a challenging problem because of the discrete nature of the responses. Existing methods for univariate count response cannot be easily extended to the multivariate case since the dependence among multiple responses needs to be properly accommodated. In this paper, we propose a multivariate Poisson log-normal regression model for multivariate count responses by using latent variables. By simultaneously estimating the regression coefficients and inverse covariance matrix over the latent variables with an efficient Monte Carlo EM algorithm, the proposed model takes advantage of the association among multiple count responses to improve the model prediction accuracy. Simulation studies and applications to real-world data are conducted to systematically evaluate the performance of the proposed method in comparison with conventional methods.
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1 | INTRODUCTION

In this decade of data science, multivariate response observations are routinely encountered in various contexts. To model such datasets, multivariate regression and multitask learning models are common techniques to study and investigate relationships between \( q \geq 2 \) responses and \( p \) predictors. The former class of methods (e.g., refs. [23,24,27,31]) estimates the \( p \times q \) regression coefficients and recovers the correlation structure among response variables using regularization. The latter class of methods focuses on learning the shared features [13–15,18] or common underlying structure(s) among multiple tasks [1,2,5,21,36] using regression approaches and enforcing regularization controls over the coefficient matrix. However, all such multivariate regression or multitask learning models discussed above often deal with continuous responses and are not applicable to count responses.

When responses are count variables, the Poisson model is a natural approach to model them, for example, in domains such as influenza case count modeling [32], traffic accident analysis [7,25], and consumer services [30]. However, Poisson regression models developed in these works are either univariate or inferred via Bayesian approaches, and neither sparsity nor feature selection is typically enforced over the inferred coefficients. When count responses are multivariate, it is challenging to quantify associations among them because of the discrete nature of the data. One approach is to model each dimension of count variables as the sum of independent Poisson variables with some common Poisson variables capturing dependencies [19]. A drawback of this method is that it can only model positive correlations. Recent literature [16,35] models multivariate count data with novel Poisson graphical models that can handle both positive and negative dependencies. However, these works do not consider multivariate count data in the context of regression.

To develop a joint model for data with multivariate count responses, it is important to properly exploit potential hidden associations among the count responses. One way to consider such a joint model of multivariate count responses is via penalty-based model selection from the perspective of parameter regularization. The key idea is to allow the count responses to be independent of each other, while the regression coefficients are required to obey a certain common sparse structure. Hence joint modeling is enabled here because of the joint estimation of regression coefficients through appropriate penalties. Such a modeling strategy leads to an explicit loss
function with tractable computational characteristics. However, this method overlooks essential dependences among multiple count responses, which could result in poor prediction performance. There are also several recent papers that develop models of multivariate count data from the lens of conditional dependency. But these methods are typically restricted to approximated likelihood functions under the framework of generalized linear models.

In this paper, we propose a novel multivariate Poisson log-normal model for data with multiple count responses. The motivation of adopting a log-normal model is to borrow strength from regression under the multivariate normal assumption, which can simultaneously estimate regression coefficients and the covariance structure. For the proposed model, the logarithm of the Poisson rate parameters is modeled as a multivariate normal with a sparse inverse covariance matrix, which combines the strengths of sparse regression and graphical model to improve prediction performance. Thus, this approach can fully exploit the conditional dependency among multiple count responses. Our key contributions to model data with multivariate counts response are as follows:

- The method proposed here combines the strengths of regression and graphical models to improve prediction for multivariate regression.
- The method proposed here also enables interpretable models in terms of the predictors by reducing the number of regression parameters via the Lasso penalty.
- A simple Monte Carlo EM (MCEM) algorithm is developed to facilitate the estimation of parameters, which allows the iterative estimation of regression coefficients by Lasso and the inverse covariance matrix by graphical Lasso.
- By applying the proposed model to real-world influenza-like-illness (ILI) datasets, we study the dependencies between different types of flu viruses in 2 Latin American countries, and demonstrate the effectiveness of the proposed method when modeling multivariate data with count responses.

It is worth pointing out that the proposed method is not restricted to using the Lasso penalty for regression parameters. It can be easily extended to other penalties such as the adaptive Lasso, group Lasso, or fused Lasso [11]. While covariance matrix estimation and inverse covariance matrix estimation have attracted significant attention in the literature [10,24,27], here we use this idea in the context of a multivariate regression for count data. Thus inverse covariance matrix estimation into a multivariate regression model of count responses.

The rest of the paper is organized as follows. Section 2 elaborates the proposed method. Section 3 focuses on developing an efficient MCEM algorithm for parameter estimation. The simulation study is conducted in Section 4, and a real case study is covered in Section 5. Some discussion of related work is given in Section 6. We conclude the work in Section 7.

2 MULTIVARIATE POISSON

LOG-NORMAL MODEL

In this section, we formally specify the multivariate Poisson log-normal (MVPLN) model, and describe the proposed MCEM algorithm for parameter estimation in detail. For convenience, we use the following notation to present the proposed MVPLN model in the rest of the paper. Normal lower case letters, for example, \( x \) and \( y \), represent scalars, while bold lower case letters, for example, \( \mathbf{x} \) and \( \mathbf{y} \), are used to represent column vectors, and bold upper case letters in the calligraphic font, for example, \( \mathcal{X} \) and \( \mathcal{Y} \), denote random column vectors. Let letters with superscript in parentheses, for example, \( x^{(i)} \), denote the \( i \)th component of the corresponding vector \( X \). Matrices are represented by bold upper case letters in normal font, for example, \( X \) and \( Y \). Letters in lower case with 2 subscripts, for example, \( x_{i,j} \), denote the \((i,j)\)th entry of the corresponding matrix \( X \).

2.1 The proposed model

Consider the multivariate random variable \( \mathcal{Y} = [\mathcal{Y}^{(1)}, \mathcal{Y}^{(2)}, \ldots, \mathcal{Y}^{(q)}]^T \in \mathbb{Z}_+^q \), where the superscript \( T \) denotes the transpose, and \( \mathbb{Z}_+ \) represents the set of all positive integers. For count data, it is reasonable to make the assumption that \( \mathcal{Y} \) follows the multivariate Poisson distribution. Without loss of generality, let us assume that each dimension of \( \mathcal{Y} \), say \( \mathcal{Y}^{(i)} \), follows the univariate Poisson distribution with parameter \( \theta^{(i)} \), and is conditionally independent of other dimensions given \( \theta^{(i)} \). That is

\[
\mathcal{Y}^{(i)} \sim \text{Poisson}(\theta^{(i)}), \quad \theta^{(i)} \in \mathbb{R}^+, \quad \forall i = 1, 2, \ldots, q. \tag{1}
\]

Let \( \mathbf{x} = [x^{(1)}, x^{(2)}, \ldots, x^{(q)}]^T \in \mathbb{R}^p \) denote the predictor vector. In order to establish relationship between \( \mathcal{Y} \) and \( \mathbf{x} \), we consider the following regression model:

\[
\theta = \exp(B^T \mathbf{x} + \mathbf{\epsilon}), \quad \mathbf{\epsilon} \sim \mathcal{N}(0, \Sigma), \tag{2}
\]

where \( B \) is a \( p \times q \) coefficient matrix, and \( \Sigma \) is the \( q \times q \) covariance matrix which captures the covariance structure of variable \( \theta = [\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(q)}]^T \) given \( \mathbf{x} \). Notice that the exponential function in Equation (2) is evaluated element-wise. Through the variable \( \theta \), we model the
covariance structure of the count variable \( Y \) indirectly. Figure 1 shows the plate notation of the proposed MVPLN model.

With the conditional independence assumption, the probability mass function for the multivariate Poisson random variable \( Y \) is

\[
p(Y = y \mid \theta) = \prod_{i=1}^{q} p(Y^{(i)} = y^{(i)} \mid \theta^{(i)})
= \prod_{i=1}^{q} \frac{(\theta^{(i)} y^{(i)})^{y^{(i)}} \exp(-\theta^{(i)})}{y^{(i)}!}.
\]

(3)

From the specification of the MVPLN model in Equation (2), since \( \epsilon \sim N(0, \Sigma) \), if we let \( y = B' x + \epsilon \), we know that \( y \) follows the multivariate normal distribution \( N(B' x, \Sigma) \) with density function

\[
p(y \mid x) = \frac{1}{(2\pi)^{n/2} |\Sigma|^{1/2}} \exp \left( -\frac{1}{2} (y - B' x)^T \Sigma^{-1} (y - B' x) \right).
\]

Since \( \theta = \exp(y) = \exp(B' x + \epsilon) \), \( \theta|x \) follows the multivariate log-normal distribution, and we can derive that the density function of \( \theta|x \) is

\[
p(\theta \mid x) = p_y(\log(\theta) \mid x) \left| \text{diag} \left( \frac{1}{\theta^{(i)}} \right) \right| \exp \left( -\frac{1}{2} (\log \theta - B' x)^T \Sigma^{-1} (\log \theta - B' x) \right)
= \frac{1}{(2\pi)^{n/2} |\Sigma|^{1/2}} \prod_{i=1}^{q} \theta^{(i)}^{y^{(i)}} \exp(-\theta^{(i)}) \left| \text{diag} \left( \frac{1}{\theta^{(i)}} \right) \right|.
\]

(4)

Given \( n \) observations of the predictor \( X = [x_1, x_2, \ldots, x_n]^T \) and corresponding responses \( Y = [y_1, y_2, \ldots, y_n]^T \), the log-likelihood of the MVPLN model is

\[
L(B, \Sigma) = \sum_{j=1}^{n} \log p(Y = y_j \mid x_j).
\]

(5)

where

\[
p(Y = y \mid x) = \int p(Y = y, \theta \mid x)d\theta
= \int p(Y = y \mid \theta)p(\theta \mid x)d\theta.
\]

(6)

Here, \( p(Y = y \mid \theta) \) and \( p(\theta \mid x) \) follow multivariate Poisson distribution and multivariate log-normal distribution specified in Equations (3) and (4), respectively. To jointly infer the sparse estimations of the coefficient matrix \( B \) and the inverse covariance matrix \( \Sigma^{-1} \), we adopt the regularized negative log-likelihood function with \( l_1 \) penalties as our loss function. Log-likelihood has been a widely used objective function when estimating regression models, and it has been shown in many research works [29] that the \( l_1 \) penalties are able to enforce and recover sparse structures in the model and also help to prevent overfitting. By combining these 2 ingredients together to form the loss function of the proposed models, it achieves our goal of sparse estimations of model parameters \( B \) and \( \Sigma \). To be specific, the loss function could be written as

\[
L_p(B, \Sigma) = -L(B, \Sigma) + \lambda_1 \| B \|_1 + \lambda_2 \| \Sigma^{-1} \|_1,
\]

(7)

where \( \| \cdot \|_1 \) denote the \( l_1 \) matrix norm which is defined as \( \| B \|_1 = \sum_{i,j} | b_{ij} | \), and \( \lambda_1 > 0, \lambda_2 > 0 \) are 2 tuning parameters.

2.2 Selection of tuning parameters

To determine the optimal values of the tuning parameters \( \lambda_1 \) and \( \lambda_2 \), we adopt the extended Bayesian information criterion (EBIC) approach proposed by Chen and Chen [4] and extended to Gaussian graphical models by Foygel and Drton [8]. Assume \( B_{\delta_1,\delta_2} \) and \( \Omega_{\delta_1,\delta_2} \) denote the maximum likelihood estimation (MLE) of the model parameters \( B \) and \( \Omega \) with regularization parameters \( \lambda_1 \) and \( \lambda_2 \), where \( \Omega = \Sigma^{-1} \) represents the inverse of the covariance matrix. The EBIC value for this model is given by the following equation:

\[
\text{EBIC}_p(\lambda_1, \lambda_2) = -2\tilde{Q}(B_{\delta_1,\delta_2}, \Omega_{\delta_1,\delta_2}) + [v(B_{\delta_1,\delta_2}) + v(\Omega_{\delta_1,\delta_2})] \log n + 2v(B_{\delta_1,\delta_2}) \log(pq)
+ 4v(\Omega_{\delta_1,\delta_2}) \log q.
\]

(8)

where \( \tilde{Q}(B_{\delta_1,\delta_2}, \Omega_{\delta_1,\delta_2}) \) is the approximate expected log-likelihood in Equation (13); \( v(B_{\delta_1,\delta_2}) \) and \( v(\Omega_{\delta_1,\delta_2}) \) denote the number of nonzero entries in \( B_{\delta_1,\delta_2} \) and \( \Omega_{\delta_1,\delta_2} \), respectively; and \( n \) is the number of training observations. With EBIC, the optimal values for \( \lambda_1 \) and \( \lambda_2 \) are selected by

\[
(\hat{\lambda}_1, \hat{\lambda}_2) = \arg\min_{\lambda_1, \lambda_2} \text{EBIC}_p(\lambda_1, \lambda_2).
\]

3 MONTE CARLO EM ALGORITHM FOR PARAMETER ESTIMATION

In order to obtain the estimates of MVPLN model parameters \( B \) and \( \Sigma \), we could simply solve the following optimization problem:

\[
\hat{B}, \hat{\Sigma} = \arg\min_{B, \Sigma} L_p(B, \Sigma).
\]

(9)

However, it is difficult to directly minimize the objective function defined above because of the complicated integral in Equation (6). Thus, we turn to an iterative approach for the solution. We treat \( \theta \) as latent random variables, and apply the EM algorithm to obtain the maximum likelihood parameter estimates (MLEs).
3.1 E-step

Suppose at iteration \( t + 1 \), the conditional distribution of the latent variable \( \theta \) given \( X, y, B^{(t)}, \) and \( \Sigma^{(t)} \) is

\[
p(\theta | Y = y, x; B^{(t)}, \Sigma^{(t)}) = \frac{p(Y = y, \theta | x; B^{(t)}, \Sigma^{(t)})}{p(Y = y | x; B^{(t)}, \Sigma^{(t)})}.
\]

Here, \( B^{(t)} \) and \( \Sigma^{(t)} \) represent the current estimates of the matrices \( B \) and \( \Sigma \) at the iteration \( t \) of the EM algorithm, respectively. Then, the expected log-likelihood would be

\[
Q(B, \Sigma | B^{(t)}, \Sigma^{(t)}) = E_{p(\theta | y = y, x)}[\mathcal{L}(B, \Sigma)]
= \sum_{j=1}^{n} E_{p(\theta_j | y = y, x)}[\log p(Y = y, \theta_j | x; B, \Sigma)].
\]

(11)

3.2 M-step

Find the estimations for the parameters \( B \) and \( \Sigma \) at iteration \( t + 1 \) by solving the following optimization problem:

\[
B^{(t+1)}, \Sigma^{(t+1)} = \arg \min_{B, \Sigma} \left\{ -Q(B, \Sigma | B^{(t)}, \Sigma^{(t)}) + \lambda_1 \| B \|_1 + \lambda_2 \| \Sigma^{-1} \|_1 \right\}.
\]

(12)

The E-step and M-step are repeated alternatively until convergence.

However, it is difficult to directly derive the analytical form of the expected log-likelihood of the model because of the integral in Equation (6) and thus to solve the corresponding optimization problem in the M-step. Here, we adopt a Monte Carlo variant of the EM algorithm for an approximate solution where MCMC techniques are applied in the E-step to obtain an approximate expected log-likelihood function. Then, in the M-step, the MLE of the model parameters is obtained by maximizing the penalized approximate expected log-likelihood.

In our implementation, we take 300 MC samples in the MC E-step and discard first 10% of samples since we observe that with the tailored proposal distribution, the MCMC procedure usually begins to converge within tens of iterations. For the EM algorithm, we consider that it converges if the average element-wise changes of matrix \( B \) and \( \Sigma^{-1} \) are both within a given epsilon, or it reaches the maximum allowed number of iterations, for example, max_iters. We set max_iters to be 100 in the implementation.

3.3 Monte Carlo E-step

In the iteration \( t + 1 \) of the MC E-step, instead of trying to derive the closed form of the conditional probability distribution of \( \theta_j \), we draw \( m \) random samples of \( \theta_j \), say \( \Theta_j = [\theta^{(1)}_j, \theta^{(2)}_j, \ldots, \theta^{(m)}_j]^T \), from \( p(\theta_j | Y = y_j, x_j; B^{(t)}, \Sigma^{(t)}) \), and approximate the expected log-likelihood function with

\[
\widetilde{Q}(B, \Sigma | B^{(t)}, \Sigma^{(t)}) = \sum_{j=1}^{n} \frac{1}{m} \sum_{r=1}^{m} \log p(Y = y_j, \theta^{(r)}_j | x_j; B^{(t)}, \Sigma^{(t)}).
\]

(13)

Drawing random samples of \( \theta_j \) can be achieved with the Metropolis Hasting algorithm. In iteration \( t + 1 \) of the MC E-step, \( y_j, x_j, B^{(t)}, \) and \( \Sigma^{(t)} \) are all known values, which makes \( p(Y = y_j | x_j; B^{(t)}, \Sigma^{(t)}) \) a constant. In this case, Equation (10) yields

\[
p(\theta_j | Y = y_j, x_j; B^{(t)}, \Sigma^{(t)}) \propto p(Y = y_j, \theta_j | x_j; B^{(t)}, \Sigma^{(t)}).
\]

Let \( f(\theta_j) = p(Y = y_j, \theta_j | x_j; B^{(t)}, \Sigma^{(t)}) \), and \( g(\theta^0 | \theta) \) be the density function of the proposal distribution. Algorithm 1 illustrates the Metropolis Hasting algorithm for sampling \( \theta_j \) from \( p(\theta_j | Y = y_j, x_j; B^{(t)}, \Sigma^{(t)}) \).

**Algorithm 1: Metropolis algorithm for sampling \( \theta_j \)**

input : \( y_j, x_j, B^{(t)} \) and \( \Sigma^{(t)} \).

output : \( m \) samples \( \Theta_j = \{\theta^{(1)}_j, \theta^{(2)}_j, \ldots, \theta^{(m)}_j\}^T \).

1. Choose \( \theta^{(0)}_j \) as initial value, and let \( \tau \leftarrow 1 \);
2. while \( |\Theta_j| < m \) do
3. Draw a candidate \( \theta^*_j \) from \( g(\theta^*_j | \theta^{(\tau-1)}_j) \);
4. \( \alpha \leftarrow \min \left\{ \frac{f(\theta^*_j) / g(\theta^*_j | \theta^{(\tau-1)}_j)}{f(\theta^{(\tau-1)}_j) / g(\theta^{(\tau-1)}_j | \theta^{(\tau-1)}_j)} \right\} \);
5. Accept \( \theta^*_j \) as \( \theta^{(\tau)}_j \) with probability \( \alpha \);
6. if \( \theta^{(\tau)}_j \) is accepted then
7. \( \Theta_j \leftarrow \Theta_j \cup \{\theta^{(\tau)}_j\} \);
8. \( \tau \leftarrow \tau + 1 \);
9. end
10. end
11. return \( \Theta_j \);

In order to reduce the burn-in period of the Metropolis Hasting algorithm, we adopt the tailored normal distribution [6] as our proposal distribution. The initial value of the location parameter for the tailored normal distribution should be the mode of \( p(\theta_j | Y = y_j, x_j; B^{(t)}, \Sigma^{(t)}) \), which is

\[
\theta^{(0)}_j = \arg \max_{\theta_j} \{ \log f(\theta_j) \},
\]

and the covariance matrix is \( \tau (\mathbf{H}(\theta^{(0)}_j))^{-1} \), where \( \mathbf{H}(\theta^{(0)}_j) \) denotes the Hessian matrix of \( \log f(\theta_j) \) evaluated at \( \theta^{(0)}_j \), and \( \tau \) is a tuning parameter. To solve the optimization problem in Equation (14), let

\[
F(\theta_j) = \log f(\theta_j) = \log (p(Y = y_j | \theta_j, x_j; B^{(t)}, \Sigma^{(t)})) \times p(\theta_j | x_j; B^{(t)}, \Sigma^{(t)}).
\]

By combining Equations (3) and (4), we can derive that

\[
F(\theta_j) = (y_j - 1)^T \log \theta_j - \frac{1}{2} (\log \theta_j - B^{(t)} x_j)^T \Sigma^{(t-1)} \times \log \theta_j - B^{(t)} x_j - 1^T \theta_j + C,
\]

(15)

where \( 1 \) denotes a column vector of 1’s, and \( C \) represents the sum of all the constants in \( \log f(\theta_j) \). Then, the first-order and
second-order derivatives of $F(\theta_j)$ w.r.t. $\theta_j$ are

$$
\nabla F(\theta_j) = \frac{d F(\theta_j)}{d \theta_j} = \text{diag} \left( \frac{1}{\theta_j} \right) \times \left[ (y_j - 1) - \Sigma^{(j-1)} \log \theta_j - B^{(jT)} x_j \right] - 1,
$$

(16)

Letting $\nabla F(\theta_j) = 0$, we could get that the initial value $\theta_j^{(0)}$ of the location parameter for the tailored normal distribution is the solution to the following equation:

$$
\theta_j + \Sigma^{(j-1)} \log \theta_j = y_j - 1 + \Sigma^{(j-1)} B^{(jT)} x_j,
$$

(18)

which can be solved by any numerical root discovery algorithms. However, taking the performance issue into account, we let $\kappa_j = \log \theta_j$, and adopt a linear approximation to $e^{\kappa_j}$ with its first-order Taylor expansion at $\kappa_j^{(0)} = \log y_j$. In this case, Equation (18) becomes

$$
e^{\kappa_j} + \text{diag} \left( e^{\kappa_j^{(0)}} \right) (\kappa_j - \kappa_j^{(0)}) + \Sigma^{(j-1)} \kappa_j = y_j - 1 + \Sigma^{(j-1)} B^{(jT)} x_j,
$$

(19)

By solving Equation (19) for $\kappa_j$, the location parameter (mean) $\theta_j$ of the tailored normal distribution is given by $\theta_j^{(0)} = e^{\kappa_j}$, where

$$
\kappa_j = \left( \text{diag} \left( e^{\kappa_j^{(0)}} \right) + \Sigma^{(j-1)} \right)^{-1}
\times \left( y_j - 1 + \Sigma^{(j-1)} B^{(jT)} x_j + \text{diag}(e^{\kappa_j^{(0)}})(\kappa_j^{(0)} - e^{\kappa_j^{(0)}}) \right),
$$

and the covariance matrix is given by $\tau(-H(\theta_j^{(0)}))^{-1}$. In case the covariance matrix $\tau(-H(\theta_j^{(0)}))^{-1}$ is not positive semidefinite, the nearest positive semidefinite matrix to $\tau(-H(\theta_j^{(0)}))^{-1}$ is used instead [17].

### 3.4 M-step: Maximize the approximate penalized expected log-likelihood

With the MC approximation, we can reformulate the approximate expected log-likelihood as

$$
\tilde{Q}(B, \Sigma | B^{(0)}, \Sigma^{(0)}) = -\frac{1}{n} \sum_{j=1}^{n} \frac{1}{m} \sum_{s=1}^{m} \left( \log \theta_j^{(s)} - B^T x_j \right)^T \Omega \left( \log \theta_j^{(s)} - B^T x_j \right) - \log | \Omega |,
$$

(20)

where $\Omega = \Sigma^{-1}$. If we further let $\varphi_{j,s} = (\log \theta_j^{(s)} - B^T x_j)$, the optimization problem we need to solve in the M-step of the MCEM algorithm can be written as

$$
B^{(s+1)}(\Sigma^{(s+1)}) = \arg \min_{B, \Sigma} \left\{ \frac{1}{mn} \text{tr}(\Phi^T \Phi \Omega) - \log | \Omega | + \lambda_1 \| B \|_1 + \lambda_2 \| \Omega \|_1 \right\},
$$

(21)

where $\Phi = [\varphi_{1,1}, \varphi_{2,1}, \ldots, \varphi_{m,1}, \varphi_{1,2}, \varphi_{2,2}, \ldots, \varphi_{m,2}, \ldots, \varphi_{m,n}]^T$. The optimization problem defined in Equation (21) is not convex. However, it is convex w.r.t. either $B$ or $\Omega$ with the other fixed [27]. Thus, we present an iterative algorithm that optimizes the objective function in Equation (21) alternatively w.r.t. $B$ and $\Omega$.

With $B$ fixed at $B_0$, the optimization problem in Equation (21) yields

$$
\Omega(B_0) = \arg \min_{\Omega} \left\{ \frac{1}{mn} \text{tr}(\Phi^T \Phi \Omega) - \log | \Omega | + \lambda_2 \| \Omega \|_1 \right\},
$$

(22)

which is similar to the problem studied by Friedman et al. [10]. We solve this problem with the graphical Lasso approach.

When $\Omega$ is fixed at $\Omega_0$, we have the following optimization problem:

$$
B(\Omega_0) = \arg \min_{B} \left\{ \frac{1}{mn} \text{tr}(\Phi^T \Phi \Omega_0) + \lambda_1 \| B \|_1 \right\},
$$

(23)

which is similar to the problem solved by Lasso, and we could adopt the cyclic coordinate descent algorithm [9] to obtain the estimate of $B$. However, considering the computational burden already brought in by the MCMC approximation in the MC E-step, we propose an approach to solve the optimization problem in Equation (23) with a quadratic approximation to the $l_1$ matrix norm $\| B \|_1$.

Let $\hat{B}$ denote the current estimation of $B$, and $1/\sqrt{|\hat{B}|}$ represent the matrix in which each entry is the inverse of the square root of the absolute value of the corresponding entry in $\hat{B}$. Then, the $l_1$ matrix norm penalty in Equation (23) could be approximated with the following approach:

$$
\lambda_1 \| B \|_1 \approx \lambda_1 \text{tr}(B^T B'), \quad \text{where} \quad B' = B \circ \frac{1}{\sqrt{|\hat{B}|}}.
$$

Here, $\circ$ denotes the Hadamard (element-wise) product. If we write $\Phi$ into the block matrix

$$
\Phi = \begin{bmatrix}
\log \Theta_1 - x_1 B \\
\log \Theta_2 - x_2 B \\
\vdots \\
\log \Theta_n - x_n B
\end{bmatrix},
$$

where $X_j$ is an $m \times p$ matrix with each row being $x_j$, for all $j = 1, 2, \ldots, n$, the objective function of the optimization problem in Equation (23) can be written as

$$
\eta(B) = \lambda_1 \text{tr}(B^T B') + \frac{1}{mn} \sum_{j=1}^{n} \text{tr}((\log \Theta_j - x_j B)^T (\log \Theta_j - x_j B) \Omega_0).
$$

(24)
Taking the first-order derivative of $\eta(B)$ w.r.t. $B$ and setting it to zero, we have

$$
\left(\sum_{j=1}^{n} X_j^T X_j\right) B \Omega_0 + B \frac{\lambda_{mn}}{\|B\|} = \left(\sum_{j=1}^{n} X_j^T (\log \Theta_j)\right) \Omega_0.
$$

(25)

If we let $\left(\sum_{j=1}^{n} X_j^T (\log \Theta_j)\right) \Omega_0 = H$ and $\sum_{j=1}^{n} X_j^T X_j = S$, and apply the matrix vectorization operator $\text{vec}()$ to both sides of Equation (25), we have

$$
(\Omega_0^T \otimes S) \text{vec}(B) + \text{vec} \left( \frac{\lambda_{mn}}{\|B\|} \right) \text{vec}(B) = \text{vec}(H).
$$

(26)

Here, $\otimes$ represents the Kronecker product. By pulling $\text{vec}(B)$ out from the left-hand side of the above equation, we can get the solution to the optimization problem in Equation (23) as

$$
\text{vec}(B) = - \left(\Omega_0 \otimes S + \text{diag} \left( \text{vec} \left( \frac{\lambda_{mn}}{\|B\|} \right) \right) \right)^{-1} \text{vec}(H),
$$

and the estimated coefficient matrix $B$ can be obtained by reorganizing the $\text{vec}(B)$ in the above equation.

By solving $B$ and $\Omega$ alternatively with the other fixed at the value of the last estimate until convergence, we can obtain the MLE of the coefficient matrix $B$ and inverse covariance matrix $\Omega$ for the current iteration of MCEM algorithm. Algorithm 2 summarizes the M-step of the MCEM algorithm.

---

**Algorithm 2: M-step of the MCEM algorithm**

```
input : $X$, $\{\Theta_j\}$, $\Omega_0$, $B_0$, $\lambda_1$ and $\lambda_2$.
output: MLE of $B$ and $\Omega$.
1 $t \leftarrow -1$;
2 repeat
3   $t \leftarrow t + 1$;
4   $\Phi \leftarrow \begin{bmatrix}
\log \Theta_1 - X_1 B^{(t)} \\
\log \Theta_2 - X_2 B^{(t)} \\
\vdots \\
\log \Theta_n - X_n B^{(t)}
\end{bmatrix}$;
5   $\Omega^{(t+1)} \leftarrow \text{Graphical.Lasso}(\Phi, \lambda_2)$;
6   $S \leftarrow \sum_{j=1}^{n} X_j^T X_j$;
7   $H \leftarrow \sum_{j=1}^{n} X_j^T (\log \Theta_j) \Omega^{(t+1)}$;
8   $B^{(t+1)} \leftarrow \left[ \Omega^{(t+1)} \otimes S + \text{diag} \left( \text{vec} \left( \frac{\lambda_{mn}}{\|B^{(t)}\|} \right) \right) \right]^{-1} \text{vec}(H)$;
9 until convergence;
10 return $(B^{(t+1)}, \Omega^{(t+1)})$;
```

---

### 4 | SIMULATION STUDY

In this simulation study, we compare the proposed MVPLN model with a univariate Lasso regularized Poisson regression model (GLMNET model) (e.g., as implemented in the R glmnet package [12]). (The regularized univariate Poisson regression is applied to each response dimension.) Note that the EBIC was proposed to address the inconsistency issue of BIC when the parameter space is large. When the parameter space is relatively small, both BIC and EBIC are consistent and would produce similar results [4]. For convenience, BIC is used to select the regularization parameters for the GLMNET model since the parameter space for the univariate Poisson regression is not very large. The simulation data are generated with the following approach. Each data observation in the $n \times p$ predictor matrix $X$ is independently sampled from a multivariate normal distribution $N(\mu_x, \sigma_x I)$, where the location parameter $\mu_x$ is sampled from a uniform distribution $\text{Unif}(\mu_{\min}, \mu_{\max})$. The corresponding observations in the $n \times q$ response matrix $Y$ are generated following the definition of the MVPLN model in Equations (1) and (2). In order to enforce sparsity, a fixed number of zeros are randomly placed into each column of the coefficient matrix $B$. The other nonzero entries of $B$ are independently sampled from a univariate normal distribution $N(\mu_B, \sigma_B)$.

In reference to the inverse covariance matrix $\Omega = \Sigma^{-1}$ for $\epsilon$, we consider 4 scenarios: (1) Random $\Omega$, where the inverse covariance matrix is generated by $\Omega = \Psi^T \Psi$ to ensure the positive semidefinite property. Each entry in $\Psi$ is independently sampled from a uniform distribution $\text{Unif}(-1, 1)$; (2) Banded $\Omega$, where the sparsity is enforced by the modified Cholesky decomposition [22]: $\Omega = T^T D^{-1} T$. Here, $T$ is a lower triangular matrix with 1’s on the diagonal, and $D$ is a diagonal matrix. The nonzero off-diagonal elements in $T$ and diagonal elements in $D$ are independently sampled from the uniform distributions $\text{Unif}(-1, 1)$ and $\text{Unif}(0, 1)$, respectively; (3) sparse $\Omega$, where the $\Omega$ matrix is generated by performing some random row and column permutations over the banded $\Omega$ matrix; (4) Diagonal $\Omega$, where the diagonal elements are sampled independently from the standard uniform distribution. In order to make sure that the elements in the response matrix $Y$ are within a reasonable range, we scale the matrix $\Sigma$ to make the largest element equal to $\psi$. By tuning the synthetic data generation parameters $\mu_{\min}$, $\mu_{\max}$, $\sigma_x$, $\mu_B$, $\sigma_B$, and $\psi$, we could adjust the range and variations in the generated response $Y$.

In our experiments, we fix the number of observations in the training data at $n = 50$ and the number of observations in the test data at 20. We consider 2 scenarios: (1) the dimension of predictors is less than the number of observations in training data ($p < n$), and (2) the dimension of predictors is greater than or equal to the number of observations in training data ($p \geq n$). We let $p = 30$, $q = 5$ for the case $p < n$, and $p = 70$, $q = 5$ for the case $p \geq n$. For each parameter setting, the simulation is repeated 60 times, and the reported results are averaged across the 60 replications to alleviate the randomness.

### 4.1 | Estimation accuracy

To measure the model estimation accuracy w.r.t. $B$ and $\Omega$, we report the estimation errors by computing the distance
between $\mathbf{B}$ and $\hat{\mathbf{B}}$ (or $\Omega = \Sigma^{-1}$ and $\hat{\Omega} = \hat{\Sigma}^{-1}$) using the normalized matrix Frobenius norm

$$l(B, \hat{B}) = \frac{\|B - \hat{B}\|_F}{\|B\|_F}.$$ 

Here, $\mathbf{B}$ denotes the true value of the coefficient matrix, and $\hat{\mathbf{B}}$ represents the estimation provided by the MVPLN or GLMNET models. Table 1 shows the estimation errors of coefficient matrix $\mathbf{B}$ and inverse covariance matrix $\Omega$ in various parameter settings. Since the GLMNET model cannot infer the inverse covariance matrix, we omit the corresponding results here. We can see that the proposed MVPLN model consistently outperforms the GLMNET model in all parameter settings, especially when the variation in the simulated data is large ($\psi$ is large). Such promising results demonstrate that the proposed MVPLN model leverages the dependence structures between the multidimensional count responses to improve the estimation accuracy.

### 4.2 Prediction accuracy

To evaluate the prediction performance of the proposed model, we report the average root-mean-square error (rMSE) across all the response dimensions over the test data. Figures 2 and 3 show the average rMSE for the cases when $p < n$ and $p \geq n$, respectively. These figures show that when the variations in the simulated data are small ($\psi$ is small), the prediction performances of the proposed MVPLN model and GLMNET model are comparable. As the variations in the data increase, the prediction performance of the proposed MVPLN...
model becomes better than that of the GLMNET model. This demonstrates that by incorporating the dependence structures between the count responses, the proposed MVPLN model improves its prediction performance. However, when the variations in data are small, it is difficult for the MVPLN model to take advantage of the inverse covariance matrix estimation substep. On the contrary, approximating the log-likelihood with MCMC techniques would impose negative effects on the model estimation and prediction accuracy. This is why we observe that when $\psi$ is small, the proposed MVPLN model sometimes does not perform as well as the GLMNET model in terms of rMSE.

### 4.3 Algorithm convergence

Another aspect we would like to emphasize here is the convergence behavior of the algorithms. During the experiments over the simulated data, we notice that the GLMNET model will not always converge in some parameter settings, especially when $\psi$ is large. As a result, no parameter estimations are given by the GLMNET model. Figure 4 shows the convergence ratio (the fraction of experiment replications that converge and produce valid model estimations) over the simulated data for various parameter settings. We can see from the figure that the larger the variations (larger $\psi$) in the data, the more frequently the GLMNET model fails to yield a valid model estimation. On the other hand, the proposed MVPLN model consistently produces valid model estimates in all scenarios. These results demonstrate that the proposed MVPLN model is more robust to variations in the underlying multivariate datasets.

### 5 REAL CASE STUDY

We apply the proposed MVPLN model to a real ILI dataset from 2 Latin American countries (Brazil and Chile) each with 4 types of ILI diseases (FLUAH3, FLUB, FLUH1N1,
and FLUA). The weekly count data of these 4 types of flus were collected from WHO FluNet [33] from May 1, 2012, to December 27, 2014, which serves as the multivariate responses of the dataset. The predictors of this ILI dataset are the weekly counts of ILI-related keywords among tweets (approximate compressed size of 570 GB) collected during the same period by the EMBERS project [26]. Before applying the proposed MVPLN model, we scale the count for each ILI keyword to zero mean and unit standard deviation.

5.1 In-sample prediction

It should also be noticed that although this ILI dataset is time-indexed, we chose to model it as merely a multivariate dataset in our first study here since the proposed MVPLN model is not specifically designed to model time series datasets. We use 70% of the preprocessed ILI dataset as the training set and the rest (30%) as the test set. We apply the proposed MVPLN model over the training set, and compute the rMSE of the test set as the criterion for the prediction performance of the model. As a comparison, we also apply the GLMNET model to the same ILI dataset, and compare the rMSE with the proposed MVPLN model. We repeat this experiment for 60 independent runs, and for each run we shuffle the ILI dataset and re-split the training and test sets. Figure 5 shows the rMSE box plots of the proposed MVPLN model and the GLMNET model for Brazil and Chile after removing some extreme outliers. As we can see from the box plots, although the proposed MVPLN model generates slightly large rMSE over the test set for some response dimensions occasionally, in general the rMSEs of the MVPLN model are much smaller and have less variation when compared to the GLMNET model for both Brazil and Chile. This indicates that the proposed MVPLN model is better and more stable in terms of prediction performance over real datasets with count responses. Thus, by leveraging the covariance structure between multiple count responses, the proposed MVPLN model is able to improve the prediction performance. However, we also notice that for some flu types, the proposed MVPLN model sometimes generate a large rMSE value, for example, FLUAH3 in the Brazil dataset, and FLUH1N1 and FLUA in the Chile dataset. A potential reason for this behavior is likely that the data shuffling procedure happens to place most of the large-response data instances into the model training set, which could mislead model estimation and result in overestimation over the test set.

5.2 One-week-ahead predictions

In this experiment, we take the time domain in the ILI dataset into account and perform a 1-week-ahead prediction of the ILI counts using a model inferred from data of the past $N$ weeks. To be more specific, we train the proposed MVPLN model over the preprocessed ILI dataset filtered by a time window of size $N$ (weeks), forecast the ILI counts for the consecutive week, and then move the time window 1 week ahead to make prediction for the next week. In our experiment, we set the size of this time window to be $N = 80$, and perform 50 steps of each such 1-week-ahead forecast. Table 2 shows the median of the rMSE for the 1-week-ahead prediction over the ILI datasets of Brazil and Chile.

<table>
<thead>
<tr>
<th></th>
<th>Brazil</th>
<th></th>
<th></th>
<th>Chile</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GLMNET</td>
<td>MVPLN</td>
<td>GLMNET</td>
<td>MVPLN</td>
<td></td>
</tr>
<tr>
<td>FLUA</td>
<td>0.5447</td>
<td>0.3258</td>
<td>4.5019</td>
<td>2.4111</td>
<td></td>
</tr>
<tr>
<td>FLUAH3</td>
<td>9.3611</td>
<td>11.5275</td>
<td>7.7388</td>
<td>3.9937</td>
<td></td>
</tr>
<tr>
<td>FLUB</td>
<td>6.6138</td>
<td>2.7946</td>
<td>6.7833</td>
<td>5.6197</td>
<td></td>
</tr>
<tr>
<td>FLUH1N1</td>
<td>6.2099</td>
<td>4.2896</td>
<td>8.0286</td>
<td>0.9922</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: GLMNET, a univariate Lasso regularized Poisson regression model; ILI, influenza-like-illness; MVPLN, multivariate Poisson log-normal; rMSE, root-mean-square error.
deal with time series data with multiple count responses, we believe it would provide more promising results. This could be an interesting direction for future research and investigation on this topic.

We also study the dependencies between the multiple responses (here, different strains of the flu) in the ILI dataset. Based on the estimated inverse covariance matrix in each iteration of the 1-week-ahead predictions, we calculate the corresponding partial correlation matrix. The heatmap in Figure 6 describes the mean of the partial correlation matrix between the 4 types of flus under consideration across 50 iterations of the 1-week-ahead predictions for Brazil and Chile. As the figure shows, FLUA is weakly correlated with FLUAH3 and FLUB in Brazil, while in Chile, FLUH1N1 is weakly correlated with FLUAH3 and FLUB compared to the rest of the combinations of the 4 types of flus in Brazil and Chile. Identifying such dependency structures between different strains of flus will aid public health officials in understanding the prevalence and spread of infectious diseases and support the organization of suitable countermeasures (eg, vaccines).

6 | DISCUSSION OF RELATED WORK

6.1 | Multiresponse regression

In the regression perspective, multiresponse regression aims to estimate the regression coefficients and recover the covariance structure among response variables. The MRCE approach [27] simultaneously conducts a sparse estimation of the coefficient matrix and the covariance structure by optimizing the penalized likelihood. Similarly, Lozano et al. [24] proposed a framework to jointly estimate a sparse functional mapping from multiple predictors to multiple responses along with estimating the conditional dependency structure among the responses via a penalized $l_2$ distance criterion. Calibrated multivariate regression [23] calibrates the regularization for each regression task w.r.t. its noise level to achieve a better finite sample performance. In block-regularized Lasso [31], the authors studied the multivariate multiresponse linear regression problem via $l_1/l_2$ regularized Lasso, which couples the multiple responses together.

6.2 | Multitask Learning

Much work in this area has focused on learning the shared features or underlying common structures among multiple tasks. The $l_{2,1}$ matrix norm was adopted as a regularizer to learn a low-dimension shared structure across multiple related tasks [1]. Here, given a matrix $X$ of size $n \times p$, the $l_{2,1}$ norm is defined as $\|X\|_{2,1} = \sum_{i=1}^{n} (\sum_{j=1}^{p} |x_{ij}|^2)^{1/2}$. In the formulation known as multistage, multitask learning [13], a capped-$l_1$ penalty was imposed to estimate the sparse shared features. By including a squared norm regularizer, the calibrated multivariate regression model [15] was applied to learn the shared features among tasks. Kumar and Daumé III [21] proposed a framework to learn task grouping and overlaps that enables the selective sharing of information across the tasks. A multitask learning framework was proposed to forecast spatiotemporal events in ref. [37]. A multitask feature learning framework proposed by Gong et al. [14] simultaneously captures shared features among related tasks and identifies outlier tasks by imposing group Lasso penalties over row groups and column groups. Chen et al. [5] proposed a multitask learning framework by penalizing the loss function with trace and $l_{1,2}$ norms to infer the common low-rank structure among relevant tasks and uncover the irrelevant tasks using a group-sparse structure. Here, given the matrix $X$ of size $n \times p$, the $l_{1,2}$ norm is defined as $\|X\|_{1,2} = \sum_{j=1}^{p} (\sum_{i=1}^{n} |x_{ij}|^2)^{1/2}$. Yu et al. [36] studied a Bayesian multitask learning formulation with $t$-process, and demonstrated that the $t$-process could efficiently distinguish the good tasks from noisy or outlier tasks through their empirical studies. Compared to the $l$-norm as a regularizer, Argyriou et al. [2] proposed a framework to learn common shared structures based on regularization with spectral functions of matrices; in the dirty model for multitask learning [18], the estimated parameter matrix can be decomposed into a row-sparse matrix corresponding to overlapping features and an element-wise sparse matrix corresponding to nonshared features.

6.3 | Poisson Models

In addition to multitask learning research, which mainly focuses on the continuous responses, there are also several
ideas that adopt Poisson models in the realm of applications such as ILI, traffic accident analysis, and consumer services. Wang et al. [32] proposed a dynamic Poisson autoregression model for short-term ILI case count prediction. Ma et al. [25] and El-Basyouny and Sayed [7] provided a multivariate model specification to simultaneously model the crash or collision counts by injury severity in a traffic accident. Wang et al. [30] proposed a multivariate Poisson regression model to predict the purchase patterns of cross-category store brands. However, compared to the proposed model in this paper, the Poisson regression models in the literature are either univariate or inferred with a Bayesian approach and no sparsity is enforced over the coefficients, which loses the variable selection capability. Moreover, the covariance matrix involved in such multivariate models is sampled from a specific prior distribution, which requires prior knowledge about the data. Our approach, in contrast, directly infers the covariance matrix from the data.

Other related works, for example, ref. [20], formulate the multivariate Poisson variable as a linear combination of several independent univariate Poisson random variables, and the covariance structure is directly captured by sharing the common univariate Poisson variables among different dimensions. However, with such formulations, more regression coefficients need to be estimated if we want to capture cross-way covariance patterns. Zoh et al. [38] propose to use Poisson distributions parameterized by linear models over latent variables to model multivariate count variables. This approach induces a factorized covariance matrix to quantify the dependence among multiple variables. Different from Zoh’s work, the proposed MVPLN model aims to establish the connections between the features and count responses and estimate sparse covariance structures among multiple responses directly from the data. In contrast, in Zoh’s work, the covariance structure is parameterized by the coefficients of latent variables and is estimated under a Bayesian framework.

7 | CONCLUSION

In this paper, we have proposed and formulated a multivariate Poisson log-normal model for data with count responses. By developing an MCEM algorithm, we accomplished simultaneous sparse estimations of the regression coefficients and of the inverse covariance matrix of the model. Results of simulation studies on synthetic data and an application to a real ILI dataset demonstrated that the proposed MVPLN model could achieve better estimation and prediction performance vs a classical Lasso-regularized Poisson regression model.

Note that the proposed method is not restricted to using the $l_1$ regularization in (7) to encourage model sparsity. In this work, we adopted the $l_1$ regularization to achieve general sparse structures in the model parameters ($B$ and $\Sigma$). Alternatively, one can also adopt other penalty terms such as elastic net [39] or group Lasso [28] to encourage certain special sparse structure in the model. In addition, there are a few interesting directions for future work of the proposed model: (1) it would be interesting to investigate some asymptotic properties of the proposed model. (2) To mitigate the convenience issue of the MCEM techniques, we plan to develop a better approximation algorithm, for example, using variational inference [3]. (3) We will also extend the proposed model to better deal with count data with overdispersion and zero-inflation situations.
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